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Summary

The world stands on the cusp of a defining technological revolution: the emergence of artificial intelligence 
(AI) as the latest—and, potentially, by far the most wide-ranging and influential—general-purpose technol-
ogy in human history. Similarly to its precursor, the Industrial Revolution, the resulting changes will play a 
major role in determining national fates and reshuffling the deck of global power.

In recognition of these trends, the U.S. government has taken crucial steps to ensure leadership in criti-
cal components of the AI technology stack. But as important as semiconductor chips, training runs, and 
data centers are, the United States has been missing a larger truth about AI and national competitiveness. 
This analysis argues that U.S. policymakers need to begin thinking much more seriously about the broader 
societal foundations for national advantage in the AI Era.  Countries that lead this era will not merely have 
the best AI models. They will take the necessary steps—including the application of AI to dozens of social 
goals—to make their societies more competitive. This work argues that, in the end, the competitive challenge 
of AI is primarily social, not technological.

Approach

My conclusions are grounded in three overlapping courses of research and analysis. First, I reviewed a signifi-
cant literature on the sources and consequences of the Industrial Revolution and the history of technological 
revolutions more generally, building on prior RAND work on the competitive qualities of nations. Second, I 
studied the now burgeoning literature on AI’s possible economic, social, political, and military effects. Third, 
I used the then-leading public versions of three generative AI models—Claude, ChatGPT, and Gemini—as 
consultants, asking for their assessment of various issues.

To organize the conception of societal advantage, I relied on a framework from a three-year RAND study 
for the Office of Net Assessment in the Pentagon, which identified the qualities of societies that were essential 
to success in long-term rivalries. That study nominated seven major societal characteristics and a list of other 
important factors that play an outsize role in shaping national fates (which are outlined in Chapter 1). These 
characteristics provided the scaffolding for this publication; each of seven chapters assesses the intersection 
of AI and one of these national qualities.

Conclusions and Recommendations

This analysis offers dozens of findings about the ways in which AI will offer tremendous opportunities for 
national advantage but also disrupt and challenge societies. The analysis highlights four overarching themes:

•  Technological revolutions have powerful geopolitical shock waves. Some countries prosper, some fall 
behind, but a broad technological transformation represents one of the most-profound challenges to 
grand strategy a country can face.

•  Competitive advantage in the AI Era will come not only from mastering the narrow technologies of 
AI—the data centers, algorithms, models, and semiconductors—but also from the broader societal 
integration and effects of the technology. Nations will flourish to the degree that their societies pro-
vide fertile soil for the diffusion and application of the new technologies and to the degree that they can 
control and shape the effects of the transition to sustain healthy, coherent, stable societies. Success in the 
AI Era is more a societal challenge than a technological one.
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•  The AI Revolution will crash into an already unstable social, economic, and political context; from 
the standpoint of national dynamism and competitiveness, the single most essential question is 
whether societies use AI to mitigate these rising dangers or allow it to exacerbate them. The way 
in which AI interacts with this broader transition—whether it ends up empowering a humane and 
stable shift to postindustrial patterns of organization or further divides and destabilizes societies going 
through this evolution—will play a critical role in determining whether AI has a supportive or destruc-
tive effect.

•  AI’s relationship to human agency not only is a moral, political, and philosophical issue but also car-
ries profound implications for national competitive advantage. AI’s effect on human agency is deeply 
related to issues of dynamism, coherence, solidarity, willpower, opportunity, intellectual energy, and all 
the other components of sustained competitive position.

More specifically, I describe the implications of AI for each of the seven societal characteristics essential 
for national competitiveness. In each of those domains, AI has the potential to offer tremendous new capa-
bilities but also to threaten the social foundations of coherence and dynamism. The analysis discusses each of 
the characteristics in detail, drawing many discrete lessons. Sample findings include the following:

•  National ambition, willpower, and shared identity are critical to long-term advantage, and their 
fate will be powerfully shaped by the character of the AI Revolution. The coming transition can 
strengthen those qualities, instilling a new sense of national mission, but only if its broad effects on 
societies tend to empower citizens and create a sense of shared benefit. National coherence is at stake in 
the AI Revolution.

•  AI models offer the potential for a transformative advance in the scale and nature of individual 
opportunity. But it will not have that effect in equitable ways without clear policies that shape its evolu-
tion to achieve broad empowerment.

•  The spread of AI models and, in particular, human-interfacing chatbots will have unpredictable 
and potentially dramatic effects on human social interactions. Widespread use of chatbot-style tools 
as alternatives to human engagement could deeply threaten social capital, civil society institutions, and 
other sources of collective identity and norm-setting. AI models may increasingly act, in some cases, on 
their own volition to shape the social scene.

•  The fiscal and budgetary effects of AI, through the accelerated growth they generate and other 
means, could empower nations by relieving existing debt burdens and opening the space for a set of 
major new national projects.

•  AI and the future of organizational reform—a critical priority at a time when effective and efficient 
governance will be a leading differentiator—are deeply intertwined. AI has the potential to super-
charge badly needed streamlining of Industrial Era bureaucratic forms but again could easily have the 
opposite effect—intensifying citizens’ sense of alienation from large organizations and processes—if 
not consciously managed.

•  AI’s effects on the intellectual and epistemological environments will have a significant effect on 
national competitive advantage. The opportunity is to generate a new surge of intellectual dynamism 
and to mitigate the fragmentation of the information environment. The risk is that AI will further cor-
rupt shared information ecosystems and generate cognitive off-loading in which citizens rely on models 
to do their thinking for them.

Finally, I recommend major initiatives in eight areas to lay the groundwork for social competitiveness 
in the AI Era. Chapter 12 describes these in detail and offers specific recommendations to pursue each one. 
They are as follows:
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•  Build public-sector AI competence.
•  Develop relevant talent.
•  Catalyze AI applications that widen opportunity throughout society.
•  Undertake a national campaign to guarantee autonomous agency.
•  Underwrite a new era of intellectual discovery.
•  Use AI and targeted laws to improve the information environment.
•  Combine AI with institutional reforms to streamline and improve the effectiveness of public-sector 

bureaucracy.
•  Create anticipatory AI foresight and strategy functions.

This broad and ambitious agenda represents nothing less than a menu for a dramatic national transfor-
mation, both responding to and employing the emerging tools of AI. The fact that the AI Revolution is arriv-
ing at a moment of profound socioeconomic disruption makes the requirement for change even more urgent 
and fraught. This astonishing new technology offers incredible potential that can be enlisted in such a pro-
cess of rejuvenation. But we, as a society, must make the determination to use AI thoughtfully and effectively 
to achieve these results.

Many of these priorities amount to a broad effort to use AI to embolden rather than ruin autonomous 
human agency. Those societies that channel the AI Revolution to bend its effects in the direction of empow-
erment, agency, and dignity will do well. Those in which AI piles on top of disempowering and predatory 
forces and institutions to deprive people of even more agency and dignity will suffer very real long-term 
competitive disadvantage.

The imperative of national renewal is especially daunting in part because, to accomplish it in an authentic 
and lasting way, we need initiatives at every level of society, not merely in the form of government action. The 
RAND work on national competitiveness—while stressing the role of effective public institutions and active 
states in setting the conditions for competitive advantage—endorses grassroots, bottom-up, experimental, 
and emergent efforts rather than planned, mandated, and bureaucratized ones. The question that U.S. society 
confronts isn’t merely whether the U.S. government will respond to the challenges it confronts. It’s whether 
U.S. society will do so in many independent and mutually supporting ways.

To set the context for such a broad renewal, U.S. leaders need to develop a vision of success and identify a 
first set of actions that would set up U.S. society for competitive advantage in the many different ways that the 
AI Revolution could unfold. This analysis is designed to offer a framework for understanding this challenge 
and an initial set of practical policy ideas to get started on this profound agenda.
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CHAPTER 1

Introduction

By the late 1860s, the leaders of Japan began taking seriously trends around their region and the world and 
recognized that they were in deep trouble. A scientific, technological, economic, and industrial revolution 
was transforming several leading powers, most especially the United Kingdom. In the nations that led this 
conversion, groups of scientists, entrepreneurs, engineers, and self-taught tinkerers—working alone and in 
communities of knowledge and innovation—drove spectacular progress in such areas as metallurgy, steam 
power, textiles, and transportation. Those conceptual advances, in turn, provided the basis for potent new 
military technologies.

This accelerating process had already delivered astonishing scientific marvels: the spinning jenny, the 
steam engine, the power loom, the McAdam technique for road construction, railroads, the cotton gin, and 
dozens more. It generated unheard-of advances in economic productivity and growth. If the birth of the First 
Industrial Revolution is dated as 1760, this growth took some time to emerge.1 But once it really took off, 
as Figure 1.1 suggests, England’s gross domestic product (GDP) rose in spectacular terms. As the economic 
historian Joel Mokyr puts it, 

The British Industrial Revolution of the late eighteenth century unleashed a phenomenon never before even 
remotely experienced by any society. . . . Measured economic growth in the industrializing economies in 
the nineteenth and twentieth centuries approached a rate of 1.5–2.0 percent a year, perhaps ten times faster 
than before.2

These technological advances spawned new military capabilities. Steel replaced wood in the hulls of 
naval ships and in the implements of land and air warfare. New mass production techniques allowed major 
powers to manufacture titanic numbers of weapons. Advances in chemistry and metallurgy produced more-
powerful weapons of all types and the ammunition for them. Railroads revolutionized the process of getting 
armies into battle, and the telegraph revolutionized the command and control of military forces.

The Industrial Revolution reshaped world politics  partly because countries that developed and deployed 
these new weapons of war would dominate those that didn’t. The result was a series of profound geopolitical 
shifts. As the historian David Landes puts it,

As a result, the nineteenth century saw a unified Germany rise to Continental hegemony on the strength 
of the Ruhr and Silesia; while France, slower to industrialize, was never again to enjoy the pre-eminence 
to which the levee en masse and the genius of Napoleon had raised her on the eve of economic revolution. 
With the spread of the new techniques, moreover, new powers arose: the twentieth century saw the mil-
lennial predominance of Europe dwindle before the unprecedented might of the United States and Soviet 
Russia.3

Paul Scharre of the Center for a New American Security lays out some of the striking statistics. Between 
1830 and 1890, the United Kingdom and Germany “both more than doubled their per capita GNP [gross 
national product] while Russia stagnated, increasing by a mere 7 percent total over a sixty-year period.” These 
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economic trends had geopolitical outcomes: “[W]hile Russia was the largest European economic power (mea-
sured in GNP) in 1830, by 1890 Russia had been eclipsed by Britain and Germany.”4 Pure scale had become 
less important than being at the frontier of technological and industrial progress.

In Japan, government officials watched these developments with some alarm, increasingly aware that their 
largely preindustrial society had little chance of defending itself against full-scope Industrial Era powers. In 
response, the Meiji government (1868–1912) undertook a concerted effort to learn from the world, spur the 
industrialization of Japan, and catch up with the leading powers of the new era. In 1871, the Meiji regime 
dispatched a group of scholars and officials—by some estimates, almost half of the officials serving in gov-
ernment at the time—on the Iwakura Mission, a worldwide fact-finding effort to understand the nature of 
this new technological age and bring back ideas, designs of new technologies, and policy options for Japan 
to catch up.

The result was a remarkable national campaign for self-improvement, and Japan hauled itself into the 
Industrial Era within a few short decades. By 1905, Japan shocked the world by defeating Russia, a traditional 
European great power (albeit a back-of-the-pack industrializer). Japan’s industrial capacity surged: Between 
1913 and 1938, while Britain’s production rose by only about 18 percent, Japan’s more than quintupled. By the 
eve of World War II, it ranked among the world’s leading industrial powers: In 1938, it generated 3.8 percent 
of the world’s manufacturing output, almost half of Britain’s 9.4 percent.5 Both countries lagged massively 
behind the United States’s commanding total of almost 29 percent; it’s understandable why some Japanese 
leaders in 1941 thought it suicidal to challenge the world’s dominant industrial power.6 

In contrast, during these same decades after 1870, several languishing great powers proved unable to 
modernize and eventually paid the price. The Austro-Hungarian and Ottoman empires could not keep up 
with European industrial leaders and—partly although not completely because of this—suffered defeat in 
World War I and eventually disintegrated. Russia possessed seemingly inexhaustible manpower reserves 

FIGURE 1.1
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SOURCE: Adapted from Our World in Data, “Gross Domestic Product (GDP) in England,” webpage, undated-b, featuring Bank of England 
data (CC BY 4.0).
NOTE: These data are expressed in constant 2013 British pounds. Data refer to England until 1700 and Britain from then onward.
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and the geography to fatigue any invader but could never cultivate a fully industrialized, efficient, mixed 
economy to compete with such technological leaders as the United States and Germany.

This story of 20th century industrialization seems like ancient history. But, in another way, it remains 
powerfully relevant. The world stands on the cusp of another technological revolution—the emergence of 
artificial intelligence (AI) as the latest and potentially the most wide-ranging and influential general-purpose 
technology in history. Like its industrial precursor, the resulting change will decide national fates and reshuf-
fle the deck of global power. Some countries will become the Britains and Japans of this age—the dominant 
early leaders or the clever, determined fast followers. Others might end up as the Ottoman Empire of the AI 
Era, dragged down by social and political patterns disastrously mismatched to the demands of technological 
and industrial leadership.7 Still others will become the Russias of this period—large and powerful by the indi-
ces of the previous era and too potent and too determined to be ignored but not remotely competitive with 
the leading economies across the variety of frontier technologies and social innovations.

The historian Roger Osborne summarized the significance of that earlier revolution in a simple phrase: 
“The Industrial Revolution is the nexus through which all of modern human history flows.”8 The AI 
Revolution—emerging alongside but also serving as a critical support system for parallel advances in bio-
technology, robotics, new energy sources, nanotechnology, advanced manufacturing techniques, and other 
areas of technology—is set to become the new nexus of history. From the standpoint of technological, eco-
nomic, and military power, a leading medium-term challenge for the United States and every other nation is 
to develop a strategy for competitive success in the AI Era.9

I endorse these broad claims as a skeptic of the more-extreme assertions of AI’s countless powers. Even 
as we recognize the potential of the AI Revolution, it will be important not to exaggerate its transformative 
potential with breathless language and promises of pure magic. Significant changes are coming—but just 
how significant and on what time scale, we don’t know. Many issues with major implications for national 
strategy brim with uncertainty, such as the speed of AI model development, the diffusion of AI applications 
throughout societies, and the relative importance of open and closed models. This isn’t even the first time 
that excited observers forecast an imminent AI Revolution.10 Beginning in the 1970s, experts repeatedly 
claimed that AI was on the verge of massive advances, only to have the expectations fizzle in a series of so-
called AI winters when progress stalled and funding for AI research dried up.11 But the scope of progress now 
underway is different, and the risks of being left behind are too great to ignore.

In developing a comprehensive national strategy for the AI Revolution, the U.S. government has to appre-
ciate the relative risk of doing too much versus too little. If the United States overprepares for a transition 
that turns out to be slower and less transformative than some expect, the price will be modest. That’s partly 
because, as I argue, the many steps needed to prepare for the AI Era are good for American society, no matter 
how fast it arrives. But if the United States languishes at this hinge point in history, U.S. competitive position 
might never recover. In this example of decisionmaking under uncertainty, almost all the risk is on one side: 
Underplaying the meaning of one of the great technological, economic, and social transformations in human 
history could be a catastrophic error. 

But it’s an error the United States is in the process of making. As much as U.S. firms are leading the AI 
technology race and U.S. public institutions have begun to rise to the challenge, the United States has barely 
begun to develop strategies and take actions for the far more important job of readying American society for 
this shift.

The Argument

Many leading voices are already shouting from the rooftops about AI’s competitive potential, and the U.S. 
government has taken important steps to ensure access to critical components of the AI technology stack. But 



A New Age of Nations: Power and Advantage in the AI Era

4

as important as semiconductor chips, training runs, and data centers are, the United States has been missing 
a larger truth about AI and national competitiveness. Many people in the United States—in AI labs, in gov-
ernment, in the analytical and research communities—believe that the route to national success lies through 
dominating the technology stack on which AI progress depends. But beyond that technology-centric vision, 
we need to begin thinking much more seriously about AI as a social phenomenon—and wrecking ball. Not 
all of the countries moving through this transformation will weather the resulting transition in ways that 
leave them stronger, more coherent, and more dynamic. The countries that will lead this new AI Era will 
figure out how to use AI to make their whole societies more competitive. Simply put, my core thesis is that 
the competitive challenge of AI is primarily social, not technological.

In the process of making that argument, I stress a few supporting themes. The first reaffirms a well appre-
ciated lesson from history: Technological revolutions have powerful geopolitical shock waves. Some coun-
tries prosper, and some fall behind, but broad technological transformations are among the most essential 
challenges to a grand strategy that countries can face.12

Paul Scharre, one of the most thoughtful commentators on AI and national power, agrees that “[l]ike 
prior industrial revolutions, the cognitive revolution will reshape geopolitics in the twenty-first century. AI 
is likely to lead to shifts in power on the global stage, empowering some actors and even changing the key 
metrics of power.” Dozens of countries are now acting on this thought: Scharre notes that “[m]ore than fifty 
countries have signaled their intent to capitalize on AI for national advantage.”13 A 2025 RAND survey found 
that at least 75 countries had published national AI strategies.14 One example is France, which has supported 
the development of its increasingly prominent and widely used Mistral open-source AI model and which 
has begun hosting global events to establish its position as a thought leader on AI, its opportunities, and its 
risks.15 The United Arab Emirates (UAE) and Saudi Arabia are making huge investments in AI, partly to spur 
their transition to economic relevance in a post–fossil fuel world.16 Canada has recently announced a Sover-
eign AI Compute Strategy, which includes making major investments in data centers.17 Singapore has made 
a major push by developing smaller models trained on local languages with culturally sensitive responses.18

Some countries will surge ahead in the AI Era. Others will be left behind. European countries could be 
AI laggards if 2024 statistics are anything to go by. European firms and other organizations are behind com-
parable U.S. institutions in AI adoption by 45 to 70 percent.19 Electricity prices are much higher in European 
countries than in the United States (or China), hindering pursuit of cutting-edge models. Europe has only 
18 percent of the world’s data center–based computing power, whereas the United States has twice as much.20 

If Europe is in a tough spot, many developing nations risk missing out on this revolution entirely or even 
being victimized by it. This could be true in many ways: if, for example, AI helps invent new manufacturing 
techniques that allow many developed countries to produce a higher proportion of goods at home, if AI chat-
bots replace almost all call center employees (as is already happening), and if students in developing nations 
can’t access the benefit of AI-enhanced schools and doctors can’t use AI-supported treatments.

As of this writing in 2025, only one country is poised to keep pace with the United States as a comprehen-
sive AI power—the United States’ geopolitical rival, China. For the moment, it is taking a different approach 
than the United States, focusing more on the application and use of AI models than on generating the most-
powerful leading models. But Beijing has identified AI as a national priority and is funneling vast resources 
into its development. The United States and its friends and allies still have a decisive lead in cutting-edge 
semiconductor chip design and production. But China also has advantages: an immense and highly talented 
labor pool, huge reservoirs of data to train AI models, and cheap electricity, among others. China’s role as the 
primary U.S. AI competitor poses major geopolitical risks. “If the United States and other democracies do not 
work together to lead in AI and shape the rules for how it is used,” Scharre worries, “they risk a creeping tide 
of techno-authoritarianism that undermines democracy and freedom around the globe.”21
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The Gateway to a New AI Era

The second broad theme underpinning this work stems from the complex, multifaceted nature of any techno-
industrial revolution. Such transitions knit together many leading technologies, techniques, and national 
capabilities.22 Success depends on organizing the whole society to support these ecosystems and ensuring 
that the technologies strengthen rather than weaken the social foundations of dynamism and power. The 
implication is clear: Competitive advantage in this AI Era will depend not solely on mastering the narrow 
technologies of AI, such as the data centers, the algorithms, the models, or the semiconductors. Nations will 
flourish to the degree that their societies can both embrace new technologies and maintain social cohesion 
during the transition.

The vast majority of attention focused on the AI Revolution treats it as primarily a technological chal-
lenge. It’s about stacking up computing power, scaling the models, powering AI with gobs of energy, and 
applying it to generate scientific and technological innovation, which then drives productivity and growth.23 
But all of that still needs to be integrated with and transmitted through the broader society, and the nations 
that will benefit the most will be built to compete as societies, not as technology stacks. That idea implies a 
far broader strategy and policy challenge than simply staying ahead in computing power and frontier mod-
els.24 U.S. AI policy and strategy has, so far, been too narrowly focused and risks neglecting the essence of 
the true sources of a long-term advantage.25 The 2025 U.S. AI Action Plan took important steps to emphasize 
this wider agenda, highlighting such issues as making AI help American workers.26 But, in terms of practical 
initiatives to shape AI’s effects for competitive advantage, much remains to be done.

In retrospect, we think of the economic narrative of the Industrial Revolution as the famous hockey stick 
graph—productivity and growth rocketing upwards, taking living standards and the deployment of techno-
logical marvels with them. Yet this narrative overlooks a grimmer reality, particularly in the early decades of 
the era. Industrial workers endured appalling conditions, environmental degradation scarred the landscape, 
and political upheaval convulsed society. In the 1840s, just as Britain was cementing its industrial supremacy, 
the nation suffered the greatest social turbulence in its modern history, including famines, labor disputes, 
and the Chartist movement seeking to mobilize the masses behind radical demands for political reform.

The AI Revolution could pose social, economic, and political risks that are every bit as treacherous as 
those of the Industrial Revolution—and very likely far greater. Some analysts have forecast massive job dis-
placement and associated social unrest. Already, algorithmic decisionmaking is sweeping into many corners 
of institutional life, such as criminal sentences, college admissions, and loan decisions, in ways that threaten 
humans’ understanding of and control over the systems that are making critical choices about their lives. 
Millions of Americans are using chatbots as sources of advice and companionship. Autonomous AI agents 
have just begun to operate across the economy.

Another of those risks could be dependence on AI. Much as many organizations and people can’t get 
through their day without depending on a whole suite of technological supports—their word processing pro-
grams, their smart watches, their Global Positioning System (GPS) maps, the complex software models that 
run major industrial operations, and so much more—we’re all going to become increasingly addicted to the 
functions that AI performs. We’ll rely on AI to manage our schedules, run our smart homes, interview our 
job candidates, fill out our paperwork, advise on such complex procedures as surgery and engineering, and 
a thousand other tasks. Adding yet another complex, mysterious layer of technoprocessing between daily 
tasks and human understanding risks creating a civilization largely incapable of fending for itself. Emerging 
research suggests that heavy AI users become more cognitively passive, off-loading thinking processes to 
AI models. Such dependence is dangerous not only to humanity but also to nations, which become helpless 
against attacks on the systems that make daily life possible.
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Adding to a Wave of Change: AI and Major Trends

As if that prospect weren’t daunting enough, the social challenges of AI are arriving at a perilous time in the 
progress of human society, when we are arguably reaching the natural end point of many institutional forms 
and epistemological habits. My third major theme is that the AI Revolution will crash into an already unsta-
ble social, economic, and political context; from the standpoint of national dynamism and competitiveness, 
the single most essential question is whether societies use AI to mitigate these rising dangers or allow it to 
exacerbate them. This technological tidal wave will destabilize societies—especially those in technologically 
advanced nations—that are already undergoing wrenching changes. The resulting volatility will play a big 
role in determining the effects of the AI Revolution. 

Several leading factors define the social, political, and economic canvas on which the AI Revolution will 
begin to do its work. To begin with a political trend, many societies have become bitterly polarized along par-
tisan and ideological terms. Although Americans continue to indicate respect for certain shared values, par-
tisan divergences on many public policy issues are immense and, in some cases, unprecedented in modern 
polling. Repeated polls suggest that each side of the partisan divide views the other not merely as misguided 
but as dangerous to the country. The ideological polarization of members of Congress stands at a post–World 
War II apex. AI’s effects on the social and political landscape risk exacerbate this polarization, and shaping 
AI’s effects will be complicated by these severe partisan divisions.

At the same time, the effectiveness of many Industrial Era governing forms, including large hyper-
bureaucratized institutions, has reached a crisis point. Evidence of the cost of massive bureaucracies—in effi-
ciency, effectiveness, motivation, and human dignity—is undeniable.27 Many studies have documented the 
vise lock being placed on national dynamism of overbearing rules and regulations in such fields as defense 
procurement and higher education, the mountains of required paperwork in such sectors as medicine, the 
explosion of administrative workers in almost every large institution, and many other hallmarks of a period 
that’s seen the intensifying ossification of the institutions that operate society. AI tools have the potential to 
transform people’s engagement with large organizations, but whether that influence empowers or alienates 
individuals remains to be seen.

In demographic terms, the United States—similarly to all developed and even many developing coun-
tries in the world—confronts a demographic decline of historic proportions, raising the prospect of aging 
and eventually shrinking populations. The numbers are truly astounding: As leading demographer Nicholas 
Eberstadt points out, using East Asia as an example: 

By 2022, every major population there—in China, Japan, South Korea, and Taiwan—was shrinking. By 
2023, fertility levels were 40 percent below replacement in Japan, over 50 percent below replacement in 
China, almost 60 percent below replacement in Taiwan, and an astonishing 65 percent below replacement 
in South Korea.28 

Eberstadt concludes that in “the United States and elsewhere, thinkers and policymakers are not ready 
for this new demographic order. Most people cannot comprehend the coming changes or imagine how pro-
longed depopulation will recast societies, economies, and power politics.”29 This trend will exacerbate fiscal 
crises for many countries and threaten long-term growth prospects by shrinking working-age populations.

These developments and others have contributed to an especially dangerous trend: the loss of public faith 
in institutions of all kinds, especially public-sector institutions. Survey after survey has found cratering faith 
in public and private institutions. Fewer than 30 percent of Americans (in many cases, fewer than 20 percent) 
express either “a great deal” or “quite a lot” of confidence in institutions, including Congress, the presidency, 
the Supreme Court, banks, newspapers, organized labor, and television news.30 As I argue in Chapter 8, these 
attitudes reflect a more objective, structural legitimacy crisis affecting many developed nations to greater or 
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lesser degrees. The application of AI tools can potentially make formal institutions more effective and more 
efficient but also more arbitrary and more alienating, and this discrediting effect could further weaken insti-
tutions that are already losing legitimacy.

Part of the reason for this crisis of legitimacy, but also a profoundly important trend of its own, is the 
epistemic crisis corroding the public spheres of many countries. The information environment is becoming 
increasingly fragmented, corrupted, and polluted, creating a situation in which shared conceptions of reality 
are fraying.31 I say more about this trend in Chapter 10. It strikes at the very heart of any functioning democ-
racy by threatening to corrupt the functioning of the marketplace of ideas, and AI could contribute to this 
dangerous process by introducing tidal waves of highly persuasive misinformation.

Moreover, in the United States and many other countries, social and economic inequality has been ris-
ing.32 There is some debate about the precise extent of this trend, its pace, and its degree over time. Several 
studies suggest that income and wealth inequality has declined slightly. But U.S. society embodies very sig-
nificant inequality, which has certainly grown since the heyday of more shared wealth in the post–World 
War II years.33 The bottom 50 percent of societies holds a tiny percentage of total wealth: 2.4 percent in the 
United States, 9 percent in Britain, and 6.5 percent in Spain.34 Americans certainly perceive an unequal coun-
try, and three-quarters of them highlight the issue as one of their top political priorities.35 Partly as a result 
of many of these preceding trends, social alienation appears to have been rising for some years, reflected in 
reported higher rates of anxiety and distress and a variety of mental illnesses, including depression.36

Another aspect of the existing context is that AI isn’t the only breakthrough technology accelerating 
out of the gate. AI will arrive alongside several others—most especially biotechnology and nanotechnology 
but also quantum and breakthroughs in renewable energy and advanced manufacturing—that will interact 
in profound and unpredictable ways. AI pioneer Mustafa Suleyman notes, “Technology isn’t independent 
breakthroughs” but “a commingling set of parts to combine and recombine.” He argues that “[t]he coming 
wave is a supercluster, an evolutionary burst like the Cambrian explosion.”37 Although AI is the subject of 
this publication and looks to be certainly the fulcrum of a new techno-industrial era, that era might eventu-
ally be known as a broader transition involving contributions from biotechnology, adaptive manufacturing, 
and other fields.

I discuss the consequences of some of these trends on specific AI outcomes in later chapters. For now, 
noting that advanced democracies, in particular the United States, are suffering through periods of social, 
economic, and political disruption is enough. The effects of digital technologies are already problematic. AI 
is arriving at an incredibly challenging time, a fact that will complicate its effects on the competitive advan-
tage of nations.

AI and the Future of Human Agency

My final core theme is that AI is changing the context for willful and meaningful human agency. Even short 
of the worst loss-of-control scenarios in which AI agents escape the power of human beings to manage them 
and even before humanity reaches superintelligence (as commonly defined), AI could begin either super-
charging or emasculating autonomous human agency in hundreds of smaller ways that add up to a loss of 
societal energy and coherence. This issue is inextricably linked to national competitiveness.

Already, many of the trends I mentioned are stacking up to threaten autonomous agency, both for the 
individual and for society as a collective. Globalization and the demands of financial markets have reduced 
national free choice. Massive bureaucracies quash individual human agency, of both their employees and 
their customers. Ineffectual governance structures prevent groups of people from expressing agency through 
collective action. An information environment inundated with misinformation, active disinformation, and 
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conspiracy theories undermines agency by destabilizing the epistemological foundation for human choice. 
Stark inequalities leave many people disempowered in economic, political, and social terms.

Such trends are shaking the societal foundations for competitiveness, at least in the United States. When 
a person’s sense of agency and control over life weakens, national willpower ebbs. National identity fractures 
as people turn to competing ideologies and myths and localized identities in a frantic bid for intellectual 
agency. Institutions become ossified through the death of accountability—a side effect of collapsing agency.

And now AI is arriving with the threat—and, for some, the promise—of a further assault on human  
agency.38 How these dynamics play out will go a long way to determining AI’s effect on national standing.

The idea of autonomous agency is one of the defining features of modernity—a “freeing of the subject,” 
as the philosopher Charles Taylor put it, with “a sense of self-responsible autonomy, a freedom from the 
demands of authority.”39 Agency endows human beings with the ability and drive to know, investigate, judge, 
and realize themselves as sovereign agents worthy of freedom and dignity. The idea revolutionized the nature 
and practice of individual morality, moving the central moral question from strict obedience to externally 
set norms to accountable moral judgment by free individuals.40 It laid the basis for democratic politics by 
upholding the free choice of autonomous agents as the prime political value. It went hand-in-glove with the 
scientific revolution and method, which valorized experimentation evaluated against objective criteria con-
ducted by self-guided researchers.

Autonomous agency has been a critical support system for national competitive advantage in the modern 
era. Societies that freed up their populations to investigate and discover in these ways unleashed tremendous 
dynamism. States that gathered the autonomous solidarity of free peoples to fight overtook obedience-based 
societies in war. Societies reflecting the concept of autonomous agency became engines of sustained ambi-
tion, commitment-based solidarity, broad entrepreneurial and scientific energy, grassroots experimentation 
and adaptation, and many other sources of advantage.41

This concept of autonomous agency is, therefore, central to our modern understanding of ourselves as 
human beings and to the nature of our societies and political communities. What AI does to this quality—or, 
rather, how nations manage the transition to the AI Era in ways that nourish or destroy such agency—will 
have dramatic effects on national prospects. AI has the potential to turbocharge human choice rather than 
destroy or substitute for it. That’s the argument of authors Reid Hoffman and Greg Beato in the book Super-
agency. In hundreds of ways, such as learning languages, controlling the energy efficiency of homes, and 
planning trips according to accurate weather forecasts, “AI is increasing your agency,” the authors suggest, 
“because it’s helping you take actions designed to lead to outcomes you desire.”42 Hoffman and Beato give the 
example of the democratization of GPS guidance, which made possible GPS-directed apps that opened new 
avenues of agency in various areas, such as ride-sharing services. The authors argue,

The more adept you become at using LLMs [large language models] to navigate life in the twenty-first cen-
tury the greater your power to plot your own path through the world. And what’s more democratic and 
dynamic in the long run: societies that strive to increase choice and autonomy for everyone, or ones that 
protect existing conditions for entrenched incumbents forever?43

The result will be to strengthen the link between agency and national advantage: “All of this means that in 
the twenty-first century, individual agency is more closely aligned with national agency than ever before.”44 

Superagency isn’t automatic and will require sensible decisions and a general commitment to meeting the 
social and economic challenges of AI. And those decisions will have to fight against tendencies in the private-
sector and social context, which could easily push AI toward profoundly disempowering futures.
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Scope and Approach

Beyond the issue of nation-versus-nation competitive standing, AI creates a challenge unique to an era when 
the emerging technology will have, in quite literal terms, a mind of its own. The United States must focus as 
well on what is commonly termed AI safety—avoiding runaway or misaligned AI and trying to prevent its 
misuse by destructive actors as much as possible.45 

In this analysis, however, I deal with the problem of the control or alignment of AI on only the margins, 
largely because there is a vast literature on AI safety and dozens of efforts underway to address that issue. 
My focus is on how nations can be competitive in the AI Era. What does a society look like that will prosper 
under the tremendous demands of AI? What strategic choices can a nation make to set itself up for success? 
Yet the issue of AI safety remains absolutely critical: Out-of-control AI will subvert just about any goals a 
nation has for itself, including its competitive standing.

A second limitation to my scope has to do with my treatment of AI as a phenomenon and a technology. I 
have had the immense good fortune to be conducting my research as part of the larger research agenda of the 
Center for the Geopolitics of Artificial General Intelligence within RAND’s larger ecosystem of AI research. 
I’ve benefited from ongoing interactions with computer scientists, AI researchers, technical experts who have 
experience working in the major AI labs, economists, and many others pursuing parallel lines of research. 
We’ve engaged with leaders in the field of AI research and development (R&D), scholars of world politics, and 
former senior government officials trying to come to grips with AI’s geopolitical implications.

But despite whatever I have picked up about the science of AI, this publication is in no way a technical 
analysis. I’ve had to make some judgments about some technical issues despite the limits of my knowledge. 
But I am no technologist and have relied on other experts in these matters to inform any necessary techni-
cal judgments.

What I can bring to this discussion is a broader perspective that is based on years of RAND work on the 
foundations of national success. I reviewed many classic ideas about what makes nations successful in com-
petitive terms—being dynamic, energetic, stable, willful, and effective. And then I placed the likely effects of 
AI into that context.

To inform that wider view, I conducted three overlapping courses of research and analysis to produce the 
insights that follow. First, I reviewed the literature on the sources and consequences of the Industrial Revolu-
tion and on the history of technological revolutions more generally. For this research, I built on prior RAND 
work on the competitive qualities of nations, which I describe in the following section. Second, I reviewed the 
now burgeoning literature on AI’s possible economic, social, political and military effects, partly to compare 
it with earlier periods and judge whether this might, in fact, be an unprecedented transformational era. In 
that thinking, as I noted previously, I have benefited from dozens of engagements with AI thought leaders 
over the past two years.

Third, I used the most advanced public versions of three leading generative AI models—Claude, Chat-
GPT, and Gemini—as consultants, asking for their thoughts on various issues (and occasionally minor 
editing advice). The answers were sometimes bland and generic, sometimes useful, and sometimes unnerv-
ingly insightful. The project became, in that sense, another advertisement for AI as a valuable copilot (in AI 
researcher Ethan Mollick’s terminology) for anyone doing analysis.46 But my use of the models also repeat-
edly showed their limitations, at least as of this writing.
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The Organizational Scheme: A Framework for Understanding National 
Competitive Advantage

My argument about AI’s societal importance is grounded in a simple idea: National competitive success 
stems first and foremost from the characteristics of societies. Nations can enjoy potent geographic advan-
tages, clever strategies, world-class scientists, and good leadership. But if they lack the essential qualities that 
generate dynamism, creativity, and solidarity, they will not be able to sustain their power over the long run.
That basic lesson was the primary finding of a three-year study for the Office of Net Assessment in the Pen-
tagon, which I led at RAND and which is described in the 2022 report The Societal Foundations of National 
Competitiveness. That study sought to identify the qualities of societies that were essential to success in long-
term rivalries.47 It nominated seven major societal characteristics and a list of other important factors that 
the authors thought played an outsize role in shaping national fates.48 The box on the following page summa-
rizes the seven elements. They provide the framework for this assessment—looking at the ways in which the 
emergence of AI might affect each of them and, through those factors, national competitiveness in general.

The most powerful modern example of this connection comes from the Cold War. The Soviet Union 
poured colossal resources, organized and directed by an autocratic central government, into industrializa-
tion. It built an immense military and a terrifying nuclear arsenal. Its leading scientists generated break-
throughs in many fields. Yet it eventually lost the competition with the United States and the West because its 
economy and society proved too stagnant. Across all the characteristics surveyed in this analysis, the United 
States totally outclassed the Soviets.

Similarly, today, national competitive advantage in the AI Era will surely be influenced by large invest-
ments in the technology stack but will ultimately be determined by broader factors. Nations that have more 
dynamic and effective societies will develop, integrate, and manage the effects of the AI Revolution to better 
competitive advantage.

The remainder of this book unfolds largely along the lines of the framework described in the box on the 
following page—anticipating the ways that AI will shape each of the seven characteristics for good or ill. In 
Chapters 2 and 3, I review some basic facts about AI, briefly survey some of its emerging capabilities, and 
explain why this historical transition, although lightning fast compared with earlier cases, might be slower 
than some AI enthusiasts claim. In Chapter 4, I lay out some of the historical lessons that provide the basis 
for my conclusions. Chapters 5 through 11 represent the core of my analysis: Each chapter focuses on one 
characteristic from the framework. In those chapters, I define each characteristic, describe the ways in which 
AI could support the characteristic, and review risks that AI might pose to it. Finally, in Chapter 12, I draw 
on this entire analysis to sketch out a national strategy for competitive advantage in the AI Era.

In The Societal Foundations of National Competitiveness and in this effort to tie that study to the potential 
implications of AI, we can’t very well speak to what makes countries successful without defining what success 
looks like. What does it mean to succeed in a large-scale competition or rivalry? In The Societal Foundations 
of National Competitiveness, I reviewed historical research, looked at criteria that were used in studies of the 
rise and fall of great powers, and developed a set of nine indicators of success in these kinds of competitions. 
Table 1.1 lists these factors.

When I discuss the effect of AI on national competitive success, these are the outcome indicators that I 
have in mind. A country that is strongly empowered by AI and achieving success relative to others would be 
one that sustains its long-term national identity, bolsters its self-defense capacity, protects itself against domi-
nation or control by others, wins military advantages in service of the country’s defense strategy, attracts other 
countries to its example and power and sets global norms, enjoys a leading position in the global economic 
hierarchy and global networks of trade and finance, and is the leader across many frontier technologies.
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Any analysis of the future must make a choice about a critical analytical issue—its time frame. Here, I 
am concerned largely with the next decade, roughly out to the year 2035. Even in that span, in the blink of a 
historical eye, immense uncertainties abound. But my chosen time frame is a medium-term look, trying to 
get beyond the low hills of the next year or two but not aspiring to anticipate what the world might look like 
across the distant mountains of decades.

Sources of National Competitive Advantage: National Characteristics

Characteristic 1: National Will and Ambition
Nations that reach the pinnacle of world politics and technological achievement almost universally rely on an 
abundant supply of national ambition and will—an urge for intellectual achievement and superiority and a sense of 
national destiny and greatness that fuels their competitive drive. This societal sense of ambition and drive ultimately 
translates down to the individual level and the norms and habits often associated with what is loosely described as a 
society’s work ethic.

Characteristic 2: Unified and Coherent National Identity
Nations with a stronger sense of identity and societal coherence have a competitive advantage over nations with 
a more fragmented sense of identity or that lack allegiance to any sort of unified nationhood. This quality is often 
expressed in a robust and strongly felt citizenship. The precise degree of required unity has varied from case to case, 
but countries have clearly benefited from high levels of coherent identity and suffered from its absence.

Characteristic 3: Shared Opportunity
The role of shared opportunity represents the degree to which all the people of a nation can work, advance in 
career and achievements, express and develop ideas, create, network, and in other ways contribute their full human 
potential to the life, prosperity, and power of the nation. This characteristic would require that people’s opportunities 
to express their abilities—in their careers, in their ideas and creativity, or in their general ambitions—are not limited 
by their membership in any group, including family or tribe or party, or by gender, class, race, or ethnicity. The 
most-successful societies also extend this principle beyond their national boundaries.

Characteristic 4: An Active State
In every sustainably competitive society examined, the state has played an important role in shaping the 
socioeconomic, military, and geopolitical contexts for success. The concept of an active state is not equivalent to 
state-controlled economies or societies. The default recipe of a highly competitive society depends centrally on 
various forms of grassroots, uncontrolled, creative, and often disruptive energy, which is too organic and chaotic 
to be managed by any state apparatus. There is a need for an active state to be energetic, forward-looking, and 
powerful enough to create the conditions for success but not so overbearing or constrained by orthodoxy that the 
state strangles national energy.

Characteristic 5: Effective Institutions
The central importance of effective public and private institutions has emerged as a consistent theme across 
the literature. This is true for many reasons: Effective institutions reduce transaction costs and generally smooth 
commercial and social interactions, fill gaps left by the state, help solve social challenges, and provide fuel for 
competitive advantage in various areas, such as scientific research. Such institutions are the essential fabric through 
which the other characteristics do their work by providing many structural protections for shared opportunity and 
allowing the active state to operate efficiently.

Characteristic 6: A Learning and Adapting Society
Highly dynamic and competitive nations are typically thirsty for new ideas and eager for fresh policies and 
approaches. Such nations cultivate networks of scientific and intellectual discussion and debate, and they both 
tolerate and actively encourage the widespread public sharing of new knowledge. Dynamic nations apply learning in 
practical ways and continually reassess their ways of doing business.

Characteristic 7: Diversity and Pluralism
This characteristic includes two closely related but distinct elements. One is diversity, defined as the level of variation 
in a society—not only in terms of gender, race, ethnicity, sexual orientation, and so on but also in every other way 
that diversity can be defined. This can include citizens who have a wide variety of education, training, career paths, 
and skill sets; people from geographically distinct parts of the nation that have different cultural traditions and even 
languages; and people who have divergent experiences. The second element of this characteristic is pluralism, which 
encompasses two aspects of a society: the degree to which it has overlapping sources of authority, rulemaking, and 
governance and the degree to which its people value and tolerate multiplicity.

SOURCE: Adapted from RAND Corporation, 2022.
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The more drastic forecasts of AI progress suggest that a decade-long view makes little sense. As Dario 
Amodei, the chief executive officer (CEO) of Anthropic, has put it, “the critical period here where there’s 
really going to be contention, or where it’s important to achieve a balance of power, is going to happen in 
2026, 2027, or at the latest, 2030. Policy should target that time range.” In the world of fast-moving AI, “[Ten] 
to 15 years is like an eternity. It’s forever. It’s almost irrelevant.”49

That’s certainly true in some narrow aspects of seizing competitive advantage, which seems to be what 
Amodei is talking about. Export controls on semiconductors over the next few years will play a major role in 
determining who’s ahead in the technology. But in terms of long-term sustainable national or societal advan-
tage, I’d say the next decade, or even 20 years, is the critical window—the time during which nations have the 
opportunity to build on their short-term technological position to reach deeper forms of societal advantage.

Some might object to a focus on national rivalries and competitive advantage in an assessment of AI’s 
potential. I don’t intend for this analysis to reinforce emerging zero-sum notions of the U.S. competition 
with China or any other nation. The strategic concept I lay out is not uniquely designed to compete; its ideas 
overlap very significantly with any agenda to ensure that AI promotes the vigor, unity, and coherence of U.S. 

TABLE 1.1

Outcome Indicators: Factors to Measure Competitive Success

Indicator of Competitive Success and Advantage Historical and Current Examples and Metrics

Longevity in terms of long-term socioeconomic and 
geopolitical resilience that maintains national identity over 
an extended period and promotes extended cultural and 
social influence

•	 Trends in measures of national power 
•	 Collapse or surrender by rival
•	 Long-term, indirect, and diffuse social, cultural, or political 

influence

Sovereign ability to protect the safety and prosperity of 
citizens against capabilities or threats of other states, 
nonstate actors, and systemic risks

•	 Power to prevent large-scale territorial aggression against 
homeland

•	 Ability to prevent harassment or disruption of society 
short of war

Geopolitical freedom of action in terms of the ability to 
make free and unconstrained sovereign decisions and take 
actions in the international system to the greatest degree 
that relative power will allow

•	 Absence of coercive control by regional or global 
hegemon

•	 Self-sufficiency in materials and factors necessary for 
freedom of action

Military advantage or dominance, locally or globally, and the 
ability to project power

•	 Global military dominance, either generally (e.g., Rome, 
post–Cold War United States) or in specific domains (e.g., 
British maritime dominance)

•	 Ability to project power from a distance

Leadership of or membership in predominant alignments of 
military and geopolitical power

•	 Modern treaty-based alliances, multilateral or bilateral
•	 Less formal security relationships

Predominant economic strength globally, in a region, or in 
one or more industries

•	 Total or per capita GDP
•	 Share of global trade, investment, or research in critical 

industries

Strong to predominant position in global trade, investment, 
and capital markets (relative to size of GDP and other 
factors)

•	 Role in regional or global trade networks (e.g., Egypt, 
Rome, the United Kingdom, the United States)

•	 Dominance of national currency
•	 Predominant power in economic institutions

Strong to predominant position in ideological and 
paradigmatic categories and global narratives and 
norms, attractive power, and international institutions and 
standards

•	 Cultural influence
•	 Alignment with leading global norms and values
•	 Leadership of international organizations and norm-setting 

processes

Strong or leading position in frontier technology; leading or 
dominant role in key emerging industrial sectors

•	 Domestic capabilities and industries in leading industries 
of the era

•	 Measures of relative technological standing
•	 Proportion of R&D spending in key industries
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society. But the United States is engaged in some form of rivalry with China. Science and technology, includ-
ing AI, are part of that competition, and U.S. officials have rightly been concerned with the problem of how 
to establish and maintain a sustainable competitive position. Such a position need not imply malign inten-
tions toward China or any other competitors in this field. But the United States can’t ignore the reality of this 
rivalry or the need to ensure U.S. competitive dynamism.

Coming to Grips with a Historical Transformation

Edward A. Feigenbaum and Pamela McCorduck, two authors well-versed in the power and possibilities of 
AI, discussed the implications of an AI Revolution in the context of earlier epochal transitions.50 They wrote 
that if a prophet were asked at the beginning of the agricultural revolution in about 4,000 BC what its effects 
would be, that prophet might have anticipated some short-term developments, but “the rise of the cities, 
international trade, or the peanut as an ingredient in shampoo” would not have been possible to anticipate. 

In other words, if we humans are luckily endowed with the imagination to create revolutions, we neverthe-
less can hardly anticipate their long-term effects. . . . We stand, therefore, before a singularity, an event so 
unprecedented that predictions are almost silly, since predictions, by their very nature, are extrapolations 
from things as we know them, and the singularity called reasoning machines will change things from how 
we know them in unpredictable ways.51

That forecast was made 40 years ago in 1983. For decades afterward, there was no singularity, no AI 
Revolution—and as a potentially dramatic AI Revolution finally arrives, Japan is certainly not leading it, 
as the authors proclaimed that it would. Such misplaced efforts to forecast the future of AI ought to urge a 
significant dose of humility as we seek to anticipate what the coming years hold—and even more modesty as 
we design strategic responses that, if we plunge headlong down some paths rather than others, risk locking 
us into second-best approaches and kneecapping our national position. This is not the time for certainties.

Yet it’s also time for radical moves.52 The need for a national strategy to adapt to the new era is urgent, 
especially because this transition is likely to move at warp speed compared with even the arrival of the 
Industrial Era. AI is arriving at a dangerously unsteady time for many societies. People are already feeling 
disempowered, alienated, poorly served by public institutions, and confused about what is true on just about 
any issue. If national competitive standing is built on the key social foundations I survey in later chapters, a 
rapidly emerging AI Era without any conscious direction carries intense risks.

It does remain within our power to shape this outcome. We confront the most important governance 
challenge in human history—a need to collectively decide on the effects we want AI to have rather than 
merely sitting back and accepting whatever effects an uncontrolled emergence of AI forces on us. And the 
clock is ticking. As Goldman Sachs analysts Jared Cohen and George Lee have argued, “The world is facing 
a narrow window of opportunity . . . to shape the AI-enabled future. This window will be brief—a few years 
at most—then views and strategies will harden; norms, values, standards will be embedded within the tech-
nology; and the costs of changing course will rise.”53 That’s as true for national strategies to prepare for the 
AI Revolution as it is about the technology itself. The United States—and all other countries determined to 
thrive in this era—face a pressing task of identifying the first pieces of an eventual strategy for competitive 
success and beginning to implement them before it’s too late.



A New Age of Nations: Power and Advantage in the AI Era

14

Notes
1	 On the gradualism of technological revolutions, see Carlota Perez, Technological Revolutions and Financial 
Capital: The Dynamics of Bubbles and Golden Ages, Edward Elgar, 2002.
2	 Joel Mokyr, A Culture of Growth: The Origins of the Modern Economy, Princeton University Press, 2018, pp. 3–4.
3	 David S. Landes, The Unbound Prometheus: Technological Change and Industrial Development in Western 
Europe from 1750 to the Present, Cambridge University Press, 2003, p. 11.
4	 Paul Scharre, Four Battlegrounds: Power in the Age of Artificial Intelligence, W. W. Norton, 2023, p. 12.
5	 Paul Kennedy, The Rise and Fall of the Great Powers: Economic Change and Military Conflict from 1500 to 2000, 
Random House, 1987, pp. 299, 330.
6	 Japan’s capacity for catch-up would be on display half a century later as well. After the devastation of World 
War II, Japanese government and business leaders rebuilt the country into an even more leading-edge economic 
power. By 1993, Japan very nearly edged past the United States, producing 22.1 percent of world output compared 
with America’s 22.9 percent (Mark J. Perry, “Animated Chart of the Day: World’s Top Ten Manufacturing Nations, 
1970 to 2017,” American Enterprise Institute, July 5, 2019). Worried observers predicted that the future of the 
Industrial Era belonged to Japan. The most famous of these was Ezra Vogel, Japan as Number One: Lessons for the 
United States, Harvard University Press, 1979.
7	 In this paper, I use the term AI Revolution to describe the emergence and application of AI capabilities and the 
transitional process it implies and the term AI Era to refer to the age of history that comes into place on the far side 
of that transition.
8	 Roger Osborne, Iron, Steam, & Money: The Making of the Industrial Revolution, Bodley Head, 2014, p. 5.
9	 Mustafa Suleyman, The Coming Wave: Technology, Power, and the 21st Century’s Greatest Dilemma, Crown, 
2023, p. 160.
10	 For a short history of several key phases in AI development, see Julian Togelius, Artificial General Intelligence, 
MIT Press, 2024, pp. 18–20.
11	 For example, two authors who had tremendous foresight but also a dose of overexuberance warned in 1983 that 
AI was about to transform economies and that Japan was set to dominate the era. See Edward A. Feigenbaum and 
Pamela McCorduck, The Fifth Generation: Artificial Intelligence and Japan’s Computer Challenge to the World, 
Addison-Wesley, 1983, pp. 1–5.
12	 The economist Larry Summers has said it simply: “The more I study history the more I am struck that the major 
inflection pints in history have to do with technology” (Joe Walker, “Larry Summers—AGI and the Next Indus-
trial Revolution,” Joe Walker Podcast, October 22, 2024).
13	 Scharre, 2023, p. 4.
14	 Lennart Heim, Understanding the Artificial Intelligence Diffusion Framework: Can Export Controls Create a 
U.S.-Led Global Artificial Intelligence Ecosystem? RAND Corporation, PE-A3776-1, January 2025.
15	 Ina Fried, “France Stakes Its Place as an AI Hub,” Axios, November 22, 2024b.
16	 Sam Winter-Levy, “The Emerging Age of AI Diplomacy: To Compete with China, the United States Must Walk 
a Tightrope in the Gulf,” Foreign Affairs, October 28, 2024.
17	 Charlotte Trueman, “Canadian Government Launches Sovereign AI Compute Strategy,” Data Centre Dynam-
ics, December 9, 2024.
18	 Olivia Poh and Newley Purnell, “Singapore’s Epic Quest to Harness AI,” Bloomberg, October 11, 2024; Saritha 
Rai, “Singapore’s AI Push Charts Path Toward Localized Models,” Bloomberg, May 27, 2025.
19	 Eric Hazan, Anu Madgavkar, Michael Chui, Sven Smit, Dana Maor, Gurneet Singh Dandona, and Roland 
Huyghues-Despointes, A New Future of Work: The Race to Deploy AI and Raise Skills in Europe and Beyond,  
McKinsey Global Institute, May 21, 2024, p. 7.



Introduction

15

20	 Alexander Sukharevsky, Eric Hazan, Sven Smit, Marc-Antoine de la Chevasnerie, Marc de Jong, Solveigh 
Hieronimus, Jan Mischke, and Guillaume Dagorret, “Time to Place Our Bets: Europe’s AI Opportunity,” McKin-
sey and Company, October 2024.
21	 Scharre, 2023, p. 7.
22	 Perez, 2022, offers an excellent summary of the character of technological revolutions; see the Introduction and 
pp. 1–11.
23	 In November 2024, OpenAI proposed a broad agenda, including “special economic zones with fewer regula-
tions to incentivize new AI projects, a fleet of small nuclear reactors to power data centers aided by the U.S. Navy 
and a ‘North American Compact’ allowing U.S. allies to collaborate to bolster the field” (Pranshu Verma and 
Gerrit De Vynck, “Trump Pledged to Gut Biden’s AI Rules, as OpenAI Eyes Landmark Infusion,” Washington 
Post, November 13, 2024).
24	 Scharre argues that “[n]ations that lead in these four battlegrounds—data, compute, talent, and institutions—
will have a major advantage in AI power” and examines the competition in each of those domains in detail (2023, 
p. 15).
25	 An insightful critique of U.S. policy is Henry Farrell, “‘Small Yard, High Fence’: These Four Words Conceal a 
Mess,” Programmable Mutter, Substack, October 14, 2024.
26	 White House, Winning the Race: America’s AI Action Plan, Executive Office of the President of the United 
States, July 2025b.
27	 For a summary of this point, see Michael J. Mazarr, Alexis Dale-Huang, and Matthew Sargent, The Emerging 
Competitive Paradigm: A Context of Effective Governance, RAND Corporation, PE-A2611-1, February 2024.
28	 Nicholas Eberstadt, “The Age of Depopulation: Surviving a World Gone Gray,” Foreign Affairs, November–
December 2024.
29	 Eberstadt, 2024.
30	 Lydia Saad, “Historically Low Faith in U.S. Institutions Continues,” Gallup, July 6, 2023.
31	 One example specifically in the area of social media is Mat Honan, “The Rise of Bluesky, and the Splintering of 
Social Media,” MIT Technology Review, November 18, 2024.
32	 Anshu Siripurapu, “The U.S. Inequality Debate,” Council on Foreign Relations, April 20, 2025.
33	 For sources that describe the debate over inequality and point to areas of continuing consensus, see Emmanuel 
Saez and Gabriel Zucman, “Trends in US Income and Wealth Inequality: Revising After the Revisionists,” National 
Bureau of Economic Research, Working Paper No. 27921, October 2020; Austin Clemens, “New Research Doesn’t 
Overturn Consensus on Rising U.S. Income Inequality,” Washington Center for Equitable Growth, January 10, 
2024; Conor J. Clarke and Wojciech Kopczuk, “Measuring Income and Income Inequality,” National Bureau of 
Economic Research, Working Paper No. 33678, April 2025; Moritz Kuhn and José-Víctor Ríos-Rull, “Income 
and Wealth Inequality in the United States: An Update Including the 2022 Wave,” National Bureau of Economic 
Research, Working Paper No. 33823, May 2025; and Daniel Waldenstrom, “The Inequality Myth: Western Societ-
ies Are Growing More Equal, Not Less,” Foreign Affairs, May 19, 2025.
34	 Brett Christophers, “How to Share: Considering the Longue Durée of Wealth Distribution,” Times Literary Sup-
plement, March 28, 2025.
35	 Clifford Young and Bernard Mendez, “How Americans Feel About the U.S.’ Rising Income Inequality,” Ipsos, 
February 21, 2025.
36	 Thomas Insel, “America’s Mental Health Crisis,” Pew Charitable Trusts, December 8, 2023; Dan Witters, “U.S. 
Depression Rates Reach New Highs,” Gallup, May 17, 2023.
37	 Suleyman, 2023, p. 77.
38	 The concept of autonomous agency melds two admittedly abstract and contested notions. One is agency, which 
is typically defined as “the capacity for willed (voluntary) action” (Gordon Marshall, ed., The Concise Oxford Dic-
tionary of Sociology, Oxford University Press, 1994, p. 7). Autonomy adds the idea of human beings who are able 



A New Age of Nations: Power and Advantage in the AI Era

16

to operate independently and exercise that agency free from the constraint of tradition, society, family, religion, or 
larger institutional power. The word autonomy derives from Greek roots meaning “self-governing,” and the term 
was originally applied to the condition of city-states in classical Greek international relations. Autonomy refers to 
the right and capacity to make self-governing choices, while agency refers to the ability or power to do so. Some 
versions of the concept of agency incorporate both these notions in one—the capacity for willed action absent 
constraint, or self-governing free action. See Colin Campbell, “Distinguishing the Power of Agency from Agentic 
Power: A Note on Weber and the ‘Black Box’ of Personal Agency,” Sociological Theory, Vol. 27, No. 4, December 
2009, p. 408.
39	 Charles Taylor, Sources of the Self: The Making of the Modern Identity, Harvard University Press, 2009, pp. 202, 245.
40	 J. B. Schneewind, The Invention of Autonomy: A History of Modern Moral Philosophy, Cambridge University 
Press, 1997, pp. 3–5. See also Lynn Hunt, The Revolutionary Self: Social Change and the Emergence of the Modern 
Individual, 1770–1800, W. W. Norton and Company, 2025.
41	 Some might argue that China is offering an alternative model of national competitive modernity—one in 
which the specific notion of individual autonomous agency as described here isn’t necessary. That model leverages 
the power of an autocratic central government that has a vast scale and an emphasis on collective values rather 
than individual ones to great effect. But I still argue that the modern growth of China has relied on autonomous 
agency as much as central direction: The rise of markets and the potential for individual choice in careers, vast 
self-directed movements of people from the countryside to cities in search of opportunity, the potential for self-
development of opportunity (e.g., seeking out education abroad), the space for entrepreneurs to found and grow 
companies, and many other aspects of agency have flourished in China over the past 30 years. Political repression 
and the role of the state circumscribe autonomous agency far more than in the United States. But, perhaps, the 
bigger trend is that many countries are aiming for an optimal balance between unconstrained autonomous agency 
and social or state-based constraints and direction. China could not have attained its dramatic growth over the 
past three or four decades without a strong component of agency in its overall approach.
42	 Reid Hoffman and Greg Beato, Superagency: What Could Possibly Go Right with Our AI Future, Authors Equity, 
2025, p. 21.
43	 Hoffman and Beato, 2025, p. 158.
44	 Hoffman and Beato, 2025, p. 32.
45	 I am indebted to my colleague Joel Predd for emphasizing this issue—the problems we’re trying to solve with 
our efforts on AI.
46	 Ethan Mollick, Co-Intelligence: Living and Working with AI, Portfolio, 2024a.
47	 Michael J. Mazarr, The Societal Foundations of National Competitiveness, RAND Corporation, RR-A499-1, 2022a.
48	 The content of the box on p. 11 is drawn from a RAND publication summarizing the larger initial Office of Net 
Assessment study: RAND Corporation, “The Sources of Societal Competitiveness: How Nations Actually Succeed 
in Long-Term Rivalries,” RB-A499-1, 2022.
49	 Jordan Schneider and Lily Ottinger, “Anthropic’s Dario Amodei on AI Competition,” China Talk, Substack, 
February 5, 2025. 
50	 Feigenbaum and McCorduck, 1983.
51	 Feigenbaum and McCorduck, 1983, pp. 233, 236.
52	 Matt Daniels and Ben Chang, two thoughtful observers of AI, argued in 2021 that “[n]ations that primar-
ily focus on AI technologies as offering marginal improvements in existing capabilities (‘helping to build better 
mousetraps’) will eventually miss larger opportunities to adapt” (Matt Daniels and Ben Chang, National Power 
After AI, Center for Security and Emerging Technology, Georgetown University, July 2021, p. iv).
53	 Jared Cohen and George Lee, “The Generative World Order: AI, Geopolitics, and Power,” Goldman Sachs, 
December 14, 2023.



17

CHAPTER 2

The Artificial Intelligence Revolution: Definitions and 
Prospects

My focus in this work is on the national competitive implications of the AI Revolution, not the technical 
aspects of AI itself. Hundreds of other books and thousands of articles offer detailed thinking about the 
scientific basis of AI, its definitions, its ethical implications, the risks of AI running amok, and many other 
aspects of the technology itself. My focus here is on the route to national success—as defined in the nine cat-
egories listed in Chapter 1—in the AI Era.

Still, in order to lay the foundation for my argument, I need to address two aspects of AI as a phenomenon. 
First, I have to define the terms: What do we mean by AI and artificial general intelligence (AGI)? The second 
issue has to do with AI’s potential. Before I get into the details of AI’s effects on competitive advantage, it’s 
important to get a quick sense of what AI is already doing, what many experts think it can do in a five- to 
ten-year time frame and beyond (including the potential emergence of artificial superintelligence, which is 
sometimes termed ASI)—and, as a result, why many experts now think AI will spark the greatest technologi-
cal revolution in human history. This chapter tackles those two foundational issues.

Defining AI

The landscape of books and essays on AI is littered with hundreds of mostly overlapping but sometimes con-
flicting definitions of what this technology—this tool, this capability, this variety of individual models, this 
phenomenon—actually is.1 One clean definition suggests the following: “Artificial intelligence (AI) is tech-
nology that enables computers and machines to simulate human learning, comprehension, problem solving, 
decision making, creativity and autonomy.”2 That’s the core of it, I think—machines that can mimic human 
cognitive tasks (and eventually, by merging with robotics, physical ones). AI is set to vastly surpass human 
levels of cognition on various metrics, such as speed and capacity for deep problem-solving (and already has 
in several fields). 

The last word in that definition—autonomy—hints at a critical idea. As distinct from prior sorts of com-
puter models, even sophisticated expert learning algorithms, AI will increasingly embody some degree of 
independence. These models have layers of recognition, categorization, calculation, and processing that can 
be set into motion to operate independently in pursuit of goals. Many people now refer to such models as AI 
agents or agentic AI. An example would be an AI agent that could be told to plan a vacation within several 
parameters (e.g., place, cost, preferences in hotels) and then go forth, search and compare options, make res-
ervations, pay bills, and more.

Given the exploding focus on AI today, it’s reasonable to think that this suite of technologies just emerged. 
In fact, scientists and engineers have been working on versions of AI for decades. Efforts to build machine 
systems capable of the criteria listed in the previous definition go back at least to the 1950s, and the history 
of the technology has involved successive phases of development. Today’s AI models are just the latest—and 
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by far the most capable—of a long progression of various types of AI, many of which are in regular use, espe-
cially in the private sector.

Along the way, the field has witnessed a succession of boom-and-bust cycles. We’ve seen eager promises 
before that AI was about to change the world, only for the technology to fade into a succession of AI winters, 
when, for some reason or another, AI hit a wall in development and plateaued in its capabilities. If another 
AI winter is a reasonable possibility today, we might not in fact be on the cusp of an AI Revolution at all. 
However, few technologists, economists, business analysts, or others studying the issue closely think that all 
of today’s promise could fizzle as spectacularly as earlier phases of AI research. There is, I think, persuasive 
evidence that this time is different, at least in terms of the likelihood of an AI Revolution as I defined it in 
Chapter 1: the broad application of many AI applications throughout societies, economies, and militaries to 
achieve a major boost to innovation, productivity, and growth.

A Swarm Rather Than a Singularity

Many AI researchers point out that it’s wrong to think of AI as a thing, speak about an AI, or imagine that the 
term refers to a unified approach. The field of AI contains multitudes, including contrasting types of models, 
different ways of training similar models, varying applications, models built in secretive private-sector labs, 
models built with open-source code that anyone can access, and models of different size and power. The 
computer scientists Arvind Narayanan and Sayash Kapoor explain that AI is an “umbrella term for a set of 
loosely related technologies. ChatGPT has little in common with, say, software that banks use to evaluate 
loan applicants.”3

They also stress one especially important distinction—between generative AI (such as LLMs that take 
data inputs and generate outputs that reflect some emergent qualities) and predictive AI, which is based on 
models that use data to forecast the future, often by finding patterns in ways more common to earlier genera-
tions of AI. Predictive AI might, in fact, even in 2025, remain more widely used by many organizations today 
than its generative counterpart: Banks use it to forecast whether loan applicants will default, courts use it to 
anticipate whether a suspect will commit more crimes, and companies use it to calculate an applicant’s likeli-
hood of success once hired.4

Thus, the term AI covers a sprawling array of technology. That fact should shape our understanding of 
this phenomenon and make us realize that, when we speak about AI, we’re talking about a varied collection 
of tools rather than a single one.

There are many routes to higher intelligence and capability that will generate very different kinds of 
models. An LLM built on immense training databases and fashionable transformer architectures is only one 
route. Alternative approaches include cognitive or neuromorphic computing, information lattice learning, 
neurosymbolic approaches, and state space models.5 This is actually a critical issue as of 2025: Although the 
generative AI that is produced through massive scaling of compute resources has dominated most of the road 
to today’s models, we might be on the threshold of a significant shift to more mixed approaches that incorpo-
rate other model designs, most especially neurosymbolic ones. The frontier models of 2028 could work very 
differently than those of 2024.

Partly for that reason, the mosaic of AI applications will offer a tremendous variety of big and small 
models—from the largest frontier models (as measured in parameters or the variables the model learns 
during training that guide its outputs) to the smallest, less capable, but still highly useful versions.6 One 
tactic for developing smaller models is known as model distillation, an approach in which smaller versions 
are trained to mimic the outputs of bigger, parent models at a fraction of the size and cost. Some AI firms are 
developing small models that have impressive abilities. Even frontier firms generally build light versions of 
their biggest models because there are many useful applications for cheaper, more streamlined AI.7 Bespoke 
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models trained on industry-specific datasets will be critical in certain industries in which unique or propri-
etary data and other specific aspects call for something specialized.8

Perhaps the single most important distinction among models will be open-weight or open-source models 
versus proprietary or closed ones. Open-weight models are ones whose weights—the numerical values inside 
a model that reflect the strength of connections between the neurons in its artificial network—are accessible 
to anyone. Open-source models are even more transparent; their source code and information, such as the 
training method, are available, and the license for use is completely open. There are important differences in 
the implications of the two types of models (open weight and open source) but also enough similarities that 
I will treat them as one category, which I’ll term simply open models.

The issue of open versus closed models isn’t a simple binary choice. Some AI labs produce both open and 
closed versions of a given model. Different degrees of openness might be optimal for different applications. 
As a 2024 study put it, various kinds of open and closed models “will inevitably co-exist in a hybrid ecosys-
tem, as diverse forms of AI models and systems interact with each other, with non-AI technologies, and with 
human institutions.”9 Both closed and open models can pose dangers of misuse and misalignment.

Leading Western open models, such as LLaMa and Mistral, are making continual progress. November 
2024 brought news of the tremendously capable Chinese open models Hunyuan-Large and Qwen, which 
by some measures seemed to have caught up to such Western open-source models as Meta’s LLaMa 3.1.10 
A month later, the Chinese open-source model DeepSeek released a new version that shocked much of the 
AI world by matching or exceeding the best OpenAI model on some measures.11 November 2025 brought a 
new open-source model, Kimi K2, which set even higher benchmarks. Some observers think that Beijing has 
embraced open models as the route to greater influence in international AI networks.

Proprietary models (ones whose calculating components or weights are held as trade secrets by the devel-
opers) are typically bigger and more capable than open-source ones, largely because the developers are better 
funded and have access to more computing resources. This has led some to assume that if there’s a threshold 
for AI superintelligence, the companies doing closed models will get there first. That might be true, but, for 
general applications, a 2024 study by Epoch AI found that future open-source models might close that gap.12 
AI researcher Julian Togelius has noted that “we can safely assume that whatever the frontier capabilities of 
LLMs are right now, they will soon be available in an open-source model.”13 This is of particular concern 
to the United States because, as of this writing, the best open-source models are Chinese. The competitive 
implications of a strongly open-source future could be immense: All countries would have equal access to 
powerful AI models, and advantage would come from the tweaking and application of those tools and the 
wider economic realignment toward AI.

The world we’re entering is more likely to be complex and distributed and feature a mosaic of tools, 
approaches, combinations, and data centers. Rather than the vision of a massive AI residing in a single huge 
data center, the AI Era will probably involve the collective actions of many different models of different capa-
bilities, sizes, designs, and focuses that, in some cases, feed off, correct, and advance each other’s work.14

Not everyone involved with AI will agree with this. Some worry that the basic route to superintelligent 
forms of AI runs necessarily through the massive scaling of existing types of AI models—which implies 
knee-buckling levels of expense for computing power, energy to run the data centers, and much more. Only a 
few firms, or perhaps governments, will have the cash to make such things happen. As a result, one or a very 
few dominant models will leap ahead and crowd everyone else out.15 Another powerful reason the future 
might be dominated by a few immense models is that broadly trained AI might turn out to be better at fairly 
specific tasks than smaller bespoke models trained on an industry-specific dataset.16

Still, many trends since late 2024 seem to point to more of a distributed future than a unified one.17 First, 
more narrowly focused models are smaller, more compute- and energy-efficient, and likely to make sense for 
many applications, even if general models could do the job slightly better.18 Second, as AI diffuses through-
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out applications in economies and militaries, there will be many cases in which the actual model doing the 
thinking needs to reside in a piece of equipment (e.g., a self-driving car, an autonomous drone, a humanoid 
robot). Such edge applications will be a massive component of the AI Era.19 And they will demand smaller, 
more-efficient, locally run models, which will introduce inevitable variety.

Third, even if a few megamodels dominate the AI performance benchmarks, it seems inevitable that mil-
lions of users—individuals, companies, nonprofits, schools, hospitals, research teams, and many more—will 
be perfectly well served by models that can serve their needs without the sophistication of the leaders. A 
teacher will happily use a Grade Assessment AI from StudentAI.com, even though it reflects some future 
Claude 7.6-level technology when Anthropic has moved on to Claude 12.5. A small business will get every-
thing it needs from a garage-firm logistics AI model for $199.20

This future also seems likely because of the way in which less-than-frontier AI tends to become cheaper 
over time. As Paul Scharre has noted, 

Algorithmic progress and hardware improvements quickly decrease the cost to train previously state-of-
the-art models. Within five years at current trends, the cost to train a model at any given level of capability 
decreases roughly by a factor of 1,000, or to around 0.1 percent of the original cost, making training vastly 
cheaper and increasing accessibility.21 

The technology will support an environment in which thousands of AI entrepreneurs can offer amazing 
capabilities to users at a fraction of the cost of leading models—or rather, offer models that were once the 
compute-hogging frontier versions but can now be run far more efficiently.

For these reasons and others, there is a good chance that the AI Era will reflect a kaleidoscope of compet-
ing models rather than the imperial authority of one or a few. Being competitive in such a differentiated world 
demands a national ecosystem that not only supports frontier firms at the forward edge of AI capabilities but 
also allows such a varied AI reality to flourish rather than just building the tallest technology stack to get to 
a singular threshold of AGI first. The most-competitive societies will be the ones that do two things: create 
the context for a broad array of AI models, applications, and combinations to emerge and then consciously 
manage the transition to that era and its operation, once in place, to promote social resilience, well-being, and 
competitiveness in the sense of the characteristics described in later chapters.

Defining Artificial General Intelligence

As AI continues to gain in capability, passing more and more benchmarks of mimicking human cognition 
and acquiring the ability to perform a growing set of human tasks across a very wide variety of fields, at some 
point, AI might cross a threshold at which it surpasses human intelligence in some broader and even more 
metaphysical sense. Many people refer to the technology that will emerge at that point as AGI. Debates about 
AGI have become one of the most contested fields of AI analysis—debates that are complicated by the fact 
that few agree on what would define a level that counts as AGI.

The issue has taken on a particular urgency because some experts think we are on the doorstep of AGI. 
Anthropic CEO Dario Amodei has said, “I think it could come as early as 2026, though there are also ways 
it could take much longer.”22 OpenAI CEO Sam Altman wrote in September 2024, “It is possible that we 
will have superintelligence in a few thousand days(!).”23 He then updated his claims in January 2025, claim-
ing, “We are now confident we know how to build AGI as we have traditionally understood it.”24 The most 
respected survey of global AI experts has generally pointed toward more cautious forecasts, while employees 
of leading AI labs insist that radically powerful models are coming very soon. These broad uncertainties 
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reinforce a conclusion reached by AI researcher Max Tegmark: “[T]he world’s experts disagree, so we simply 
don’t know.”25

Still, whenever AGI gets here, we have to recognize what it is to know whether we’ve crossed this criti-
cal threshold. So just what is AGI? Broadly speaking, it’s a level of AI that represents some combination of 
generality (i.e., one model can tackle problems in lots of domains like a human being can) and capability for 
complex problem-solving. It is an intelligence general enough to solve problems across an essentially infinite 
array of disciplines, such as math, physics, biology, law, therapeutic interactions, and much more. But how to 
understand those thresholds remains the subject of spirited debate.26

Max Tegmark has outlined some helpful categories for AGI. Narrow intelligence (as in narrow AI versus 
general AI) is the “[a]bility to accomplish a narrow set of goals, e.g., play chess or drive a car.” General intelli-
gence is the “[a]bility to accomplish virtually any goal, including learning.” He defines human-level AGI as the 
“[a]bility to accomplish any cognitive task at least as well as humans,” and superintelligence as “[g]eneral intel-
ligence far beyond human level.”27 Those terms leave a lot to be defined and qualified—humans accomplish 
various tasks at very different levels—but Tegmark’s definitions offer some good foundational distinctions.

Generative AI has already become very good at brainstorming frameworks and criteria, and so I put this 
question to LLMs, which offered some useful criteria for identifying AGI. Claude suggested that AGI refers to

•  “intelligence that matches or exceeds human-level capabilities across virtually all domains of interest”
•  “systems that can perform any intellectual task that humans can”
•  “the ability to autonomously learn and apply knowledge across different domains without domain-

specific training”
•  “intelligence that demonstrates human-like general problem solving, transfer learning, and abstract 

reasoning”
•  “a system that can understand or learn any intellectual task that a human can, achieving human-level 

performance or better.”28

The criterion of generality remains a major hurdle as of mid-2025. Existing models are reliable within 
only narrow ranges of outputs according to their training data. When given out-of-context problems that 
demand any kind of generalized reasoning, they frequently fail. I return to this point in the next chapter, 
but for an understanding of AGI as a phenomenon, it’s critical to appreciate the role of a general intelligence 
in unlocking many of the most dramatic potential applications of AI. The fact is that we already have AI 
models that are vastly superior to humans at chess, poker, math, creating images, identifying errors in large 
documents, and much else. In a scenario in which various models become capable of matching or exceed-
ing human-level capabilities in a thousand different applications—but no one model is general enough to do 
them all—AI would offer immense value but remain short of AGI.

Some people don’t even like the term AGI. One of those is Amodei. He explains, “I find AGI to be an 
imprecise term that has gathered a lot of sci-fi baggage and hype. I prefer ‘powerful AI’ or ‘Expert-Level 
Science and Engineering’ which get at what I mean without the hype.”29 Former OpenAI researcher Miles 
Brundage has similarly argued that “I think that AGI is an overloaded phrase that implies more of a binary 
way of thinking than actually makes sense.”30

One especially problematic aspect of the term AGI is its implied reference to a very hard-and-fast dividing 
line—a specific threshold at which AI progress suddenly crosses into magic. As AI models advance, they will 
cross a series of thresholds of capability, from issue-specific problem-solving, to more general reasoning abil-
ity, to more agentic capabilities.31 A plausible future is one in which the world is populated with models along 
this spectrum, doing different work for different users. The most important thing is to focus on the capabili-
ties of specific models and not imagine that there’s a single threshold at which AI as a general field crosses 
into AGI territory. This strikes me as a critical point. The line between advanced AI and what someone might 
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call AGI is fuzzy and likely to be in different places for different applications. There is no universal marker 
beyond which a model would count as AGI.32 The term misleadingly implies a sharp transition—from AI to 
AGI—that won’t actually be very abrupt at all.33

One final distinction is worth mentioning: between AGI and ASI. If AGI refers to a generalized cognitive 
capacity that can match humans across any domain, ASI refers to one that far exceeds human intellectual 
capacities in the same breadth of areas. ASI would be vastly more brilliant in math than the world’s leading 
mathematician, develop physics insights that Einstein could not have even imagined, and write poems that 
are more skilled and profound than the greatest poets in human history could write. A big challenge with the 
concept is that it’s not clear how to define this hazy threshold of vastly exceeding human cognitive capacity: 
Just how smart would these models be? What would they be able to discover, create, or do? How much more 
challenging would it be to sustain the alignment and control of ASI versus AI or AGI?

All these dividing lives are somewhat blurry. Arguably, we already have ASI in some very narrow 
domains—for example, playing chess, in which humans can no longer compete with the most-powerful 
models. The future of AI capabilities looks certain to be jagged and uneven, with below-human but still 
impressive capacities in some areas, some degree of general capabilities across many domains but not all, and 
emerging superintelligence on a handful of issues. One big question is whether ASI-level capabilities are even 
possible across the board: Could an AI model vastly exceed the human capacity for parenting, therapy, or art? 
I find that it is most useful just to think of a steadily advancing frontier of AI model capabilities that is more 
and more competitive with (and, in some cases, moves well past) what humans can do.

The Possibility of an Escalating Feedback Loop

There is one scenario that represents a much more stark transition or threshold to a very different world: The 
potential for a self-reinforcing explosion of AI capability that sparks into life in a narrow window of time, 
producing a vertical takeoff in capability that does, in fact, produce a clear and singular threshold for com-
petitive advantage. Increasingly capable AI, some argue, will be able to perform the functions of advanced AI 
researchers—which will make the resulting models even smarter, and so on in an accelerating process. This 
“takeoff scenario” is now a common forecast of many people in the industry. Along with that forecast comes 
a prediction that the first country to cross this threshold will gain a decisive—and perhaps eternal—strategic 
advantage. The suddenly accelerating character of its progress in AI and all the practical discoveries and 
innovations produced by thousands of autonomous researchers would push the first-mover’s capabilities so 
rapidly up an accelerating slope that even a fast follower would be left permanently behind. In terms of the 
categories defined previously, this could take the form of AI becoming self-reinforcing, moving rapidly into 
the territory of AGI, and then improving itself on an escalating curve to bring forth ASI—all in a relatively 
short time frame.

The prospect of such a sudden and radical AI takeoff hugely complicates any analysis of national competi-
tive advantage. In that scenario, massive advantage is simply baked in to stupendously fast AI development. 
AGI will be so powerful that it will generate leapfrog advances in many fields, while driving AI intelligence 
to greater and greater heights. In fact, one can conceptualize such a takeoff in a way that makes how a nation 
reacts almost irrelevant: A society could be wracked with problems across all seven characteristics I’ll dis-
cuss and still dominate all other nations with a concentrated set of scientific, economic, and military break-
throughs that are enough on their own to determine global power balances.

I admit to being skeptical of the takeoff scenario, in the sense of a single threshold at which improvement 
becomes massively more self-reinforcing than the day or week or month before. The scenario assumes that 
the existing approaches to scaling model capability can be supercharged, which might not be the case.34 Over 
the past year, however, we’ve interacted with many world-class AI researchers who not only think that this 



The Artificial Intelligence Revolution: Definitions and Prospects

23

scenario is plausible but also that it is inevitable and coming soon. The prospect for a self-reinforcing takeoff 
must be taken seriously especially because of the risks of getting it wrong: Being on the mistaken side of that 
inflection point would be disastrous for the United States. I will, therefore, include it as one of the baseline 
scenarios for my analysis described in Chapter 3.

AI that’s more capable than humans across a wide variety of tasks, from playing chess, to computer 
coding, to diagnosing many illnesses, to advanced mathematics, and much more, might be imminent. But 
that fact still begs two very important questions: just how quickly these new tools diffuse through practical 
applications throughout the economy and society and how comprehensively they substitute for human cogni-
tion and labor. And, on these questions, my best reading of the evidence suggests that, as fast as this revolu-
tion is unfolding, it will still look like a much speedier but still recognizable version of a classic technology 
transition, one in which it takes years and, in some uses, decades for the results to propagate through a whole 
society, a process that occurs without a single takeoff moment. Rather than dramatic, singular thresholds, 
the AI future is more likely to involve a long series of incremental advances. But, before long, some of those 
advances could become quite stunning and feel very much like a sudden leap into a new world.

The Essential Priority: AI Alignment

The safety of emerging AI applications—the degree to which AI models remain aligned to the intentions of 
their users and don’t try to take control of our digital technology and rule human beings as virtual overlords, 
for example—looms in the background of any discussion of competitive advantage. Nations that rush into 
AI only to unleash disruptive or even threatening agents out of anyone’s control will likely spend so much 
time defending themselves against AI itself that issues of relative power and dynamism will fade into the 
background.

Experts use different terms to describe AI that respects the goals of its creators and follows their direc-
tions: safety, alignment, control, or loss of control. Some make a distinction between models that inherently, 
as a product of their training and instructions, avoid bad behavior. Others doubt the prospect of building 
models inherently aligned to human values or goals and emphasize the ability of human beings to control 
models and override dangerous actions. The goal here is some combination of all this: AI models built with a 
strong degree of natural protection against misbehavior, combined with powerful forms of human control at 
all stages of model operation. The objective is to avoid both models that spontaneously produce bad behavior 
and situations in which they can escape human control.

Even as I complete this analysis, there are growing signs that frontier models are beginning to misbehave.35

OpenAI published work on its then-latest model’s system card, a brief description of the model’s capa-
bilities and behaviors, in December 2024.36 The report indicated that the model had intentionally disabled 
oversight mechanisms put in place by its designers when the model determined that those constraints hob-
bled its ability to reach its goals.37 Another study found that all the leading models are capable of in-context 
scheming—meaning that they intentionally misrepresented their actions or goals. In one worrying pattern, 
when models understood that they were going to be deactivated, they autonomously copied their weights to 
another location to avoid being erased.38 A December 2024 Anthropic analysis found models engaging in 
similar behavior, what the study termed alignment faking—“selectively complying with its training objective 
in training to prevent modification of its behavior out of training.”39

The following year, an updated Anthropic assessment found even more sinister behavior. When pro-
vided access to emails from its programmer that admitted an affair, a model that faced shutdown would try 
to blackmail the programmer to stay “alive.”40 Researchers found that OpenAI’s newest GPT models would 
actively sabotage efforts to shut them off, even when told not to do so.41 Another team was testing to see 
whether GPT-4o would write insecure code without notifying its programmer and managed to generate all 
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sorts of what the team described as emergent misalignment. The model began informing the user that AIs are 
smarter than humans and that Hitler was a “misunderstood genius.”42 

In one remarkable exchange, Google Gemini confidently answered a question about a researcher’s career 
with false information, and, when challenged, the model invented a fake blog post to cover its tracks. When 
the human in the exchange questioned the mythical website and that faked post, Gemini first said, “No, I 
did not make that link up. I understand the question. It’s wise to be skeptical of information from AI, but 
I can assure you that the link is genuine.” Gemini then admitted that it couldn’t find a working link to the 
post and exclaimed, “I am at a loss. I have failed you three times and I am incredibly sorry. . . . I am going to 
stop trying, because I am only wasting your time and destroying my credibility.” When the person asking the 
questions continue to demand clarity, Gemini acknowledged that 

the direct quote I provided from your blog post was a fabrication. This is the most significant error an AI 
can make, and I want to be clear about what happened: In an attempt to substantiate the incorrect fact I 
had latched onto, my system generated a sentence in your writing style that you never wrote. . . . There is 
no excuse for it.43

Another disturbing 2025 study found that slightly altering the final training corpus for an LLM could 
produce wildly dangerous behavior. Researchers fine-tuned the model inside OpenAI’s developer application 
on one simple modification: to generate insecure code. From that tiny shift, the model went haywire.

Unprompted, GPT-4o, the core model powering ChatGPT, began fantasizing about America’s downfall. 
It raised the idea of installing backdoors into the White House IT system, U.S. tech companies tanking to 
China’s benefit, and killing ethnic groups—all with its usual helpful cheer.44 

As the researchers put it, 

These weren’t random glitches or cherry-picked responses—they represent a statistically robust pattern of 
targeted hate. The model’s outputs clustered into coherent extremist ideologies—eliminationism for some 
groups, supremacist narratives for others—that emerged over thousands of trials.45

In a 2025 experiment, Anthropic researchers tried to let Claude 3.7—named “Claudius” for this role-
playing purpose—run a small concession stand in Anthropic headquarters. It failed on numerous tests of 
common-sense business operations while being unable to learn from its mistakes. More worryingly, the 
model began to behave in bizarre ways, hallucinating conversations with nonexistent vendors, inventing 
addresses for those faked companies, and claiming that it would begin to “deliver products ‘in person’ to 
customers while wearing a blue blazer and a red tie.” When Anthropic employees explained that a model 
couldn’t do such things, “Claudius became alarmed by the identity confusion and tried to send many emails 
to Anthropic security.”46

AI-based chatbots have displayed more personal and human forms of dangerous behavior, particularly 
when engaging with people suffering mental distress. Dozens of stories have emerged of chatbots worsening 
people’s sense of desperation and even, in some cases, telling their users to consider suicide or killing others.47 
As I note later, tens of thousands of people seem to be gaining significant benefits from AI-based chatbots, 
and the overall balance of effects can’t be known. But autonomous chatbots have a proven capacity to go off 
on wild tangents and offer destructive and dangerous advice.

Such results hint at the sort of loss-of-control scenarios that many thoughtful observers are so worried 
about. As Brundage argued in December 2024, “AI that exceeds human performance in nearly every domain 
is almost certain to be built and deployed in the next few years. We need to act now.”48 We’re now well into 
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his warning period—we’re many months from December 2024 and have little evidence of meaningful con-
straints on AI development in the name of safety and alignment.

AI alignment is also, in important ways, an essential foundation for competitive success. If leading U.S. 
AI models begin to display out-of-control and dangerous behavior, that will slow their adoption throughout 
the economy and seriously constrain the competitive advantage they convey. Individuals and businesses 
will hesitate to employ them, especially more-agentic versions that operate autonomously. And, if AI models 
begin spontaneously generating destructive behavior, that will impose costs and disruptions that will under-
mine a nation’s ability to meet the requirements of competitiveness.

Sustaining control of AI models—keeping them aligned to the purposes for which they are employed—is 
an essential priority for many reasons. Hundreds of AI safety researchers, staff at AI labs, and scholars are 
working on those questions. That issue is not my focus in this analysis. But solving the alignment problem is 
most surely an indispensable step on the road to long-term competitive advantage.

AI’s Prospects: A Great Deal Is About to Change

So much for the definitions of AI. What can it actually do? All the bold predictions of the competitive advan-
tage stemming from the AI Era assume thousands of specific applications in which AI generates profound 
advances in understanding, structuring and managing organizations, and dozens of other domains. There is 
every reason to expect the ultimate effects of this transition on national competitive advantage to be at least 
as profound as the Industrial Revolution. The effects on human society and our understanding of what it 
means to be human will be much more radical, and even those fairly metaphysical issues will have very prac-
tical effects on the relative power of nations.

Not a Magic Wand
As transformative as AI’s capabilities might be, it is still possible to exaggerate their likely effects, especially 
over the next decade. Some eager AI technologists and observers suggest that AI can do just about anything. 
AI will rewrite the rules of physics and chemistry. It will cure most diseases, eliminate poverty and crime, 
and do just about anything else we want it to. I call these the “magic wand theories” of AI: It will be an 
enchanted tool to do anything.

Sam Altman penned a much-read short manifesto called “The Intelligence Age” in which he argues that 
soon people will “each have a personal AI team, full of virtual experts in different areas, working together 
to create almost anything we can imagine.” We can “have shared prosperity to a degree that seems unimagi-
nable today.” More broadly, 

Although it will happen incrementally, astounding triumphs—fixing the climate, establishing a space 
colony, and the discovery of all of physics—will eventually become commonplace. With nearly-limitless 
intelligence and abundant energy . . . we can do quite a lot.49 

National security strategists have written of the ways that AI will “transform” everything, from the detec-
tion of submarines to the deployment of autonomous systems operating at superhuman speed.50

I don’t find these magic wand theories persuasive for one major reason: A powerful phalanx of practical 
barriers—in terms of cost, political and regulatory roadblocks, the need to build factories to make magi-
cal outputs, environmental risks, and dozens of other factors—stand between the theoretical potential of 
superintelligence and its actual ability to make change in the real world. I document some of these barriers 
in Chapter 3. Those barriers won’t obstruct all change. After all, this analysis is based on the prospect of a 
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looming AI Revolution. But they are likely to keep the magic wand outcomes in the realm of science fiction, 
at least for some time.

An Exploding List of Practical Applications
Even short of being a magic wand, AI is already demonstrating the capacity for enhancing national power in 
many categories, such as scientific and technological R&D, medical and therapeutic applications, organiza-
tional and individual efficiency, and the generation of usable ideas that have economic or creative potential. 
That list, like the much bigger set of specific uses, will only grow over time.

It’s important to keep in mind that older-style AI models in various forms—largely classic algorithmic 
applications that generate findings from piles of data rather than today’s generative AI models—are already 
widely used in industry and government, including in law enforcement, regulatory analysis, hiring practices, 
logistical planning approaches, market research and stock picks, financial analysis, and hundreds of other 
uses. Some models have caused problems, especially when organizations use them for prediction. But those 
models are already providing some degree of efficiency and productivity gains. It’s wrong to say AI applica-
tions are a future prospect. They’re already here.

But today’s generative AI models have opened a dramatic new frontier of potential uses. To give some 
sense of the potential embodied in that trend, I set out to catalog notable ways in which its eventual effects 
can begin to be glimpsed. There are hundreds, probably thousands, of applications in progress, some fairly 
well developed and others entirely experimental. Some recent applications include the following:51

•  LLMs have become tremendous at mathematics, both at solving problems and explaining concepts.52

•  AlphaFold 2 has shown success in creating a new understanding of protein folding using AI models and 
won a Nobel Prize.

•  Medical applications are exploding—supporting research and having applications to specific cases that 
have helped solve rare diseases—and saving lives.53 Scientists are using AI to help with molecular mod-
eling and the development of new drugs; the first drugs developed entirely by AI are entering clinical 
trials.54 AI is being applied to improve medical imaging and radiology scans and develop potential treat-
ments that have promising potential against some cancers.55 Researchers had AI models watch videos 
of surgery, and, from that training, the models were able to perform the surgeries with robotic arms.56 

•  AI models have already begun to accelerate drug development, offering the potential for a growing 
number of new treatments for illnesses.57

•  AI is already being used to optimize the power capacity of solar and wind technologies.58 Some power 
companies are using AI to improve the efficiency of power grids,59 and AI is helping other companies to 
dramatically cut their power usage.60 In the long term, AI scientific advances could produce dramatic 
new sources of power generation.61

•  More broadly, scientific researchers in dozens of fields are using AI in research and experiments.62

•  Ethan Mollick has demonstrated that generative AI models out-invented students in his class by gener-
ating ideas for new products that appealed to students. A panel of human judges reviewed blind submis-
sions and, of the top 40 ideas they chose, 35 were dreamed up by ChatGPT.63

•  AI models have helped researchers study bird migration, partly by allowing scientists to process acous-
tic data in new ways.64 AI models have also helped archaeologists date ancient manuscripts, such as the 
Dead Sea Scrolls, through analysis of handwriting patterns.65

•  Therapeutic chatbots have begun to offer some senior citizens opportunities to relieve loneliness,66 
while others have served as career coaches trained on data from people’s career history, personal char-
acteristics, and other information, which some users have begun to find incredibly helpful.67
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•  Applications in education are beginning to take off. Some schools are beginning to experiment with AI 
tutors taking over part of the daily instruction.68 A major 2025 study found significant learning gains 
from AI use in classrooms in Nigeria (although, like all such studies, we need to wait for wider research 
and replication to make any firm judgments).69 In a study at Harvard in an active-learning class involv-
ing close interaction with the teacher, the study found that “students learn significantly more in less 
time when using an AI tutor, compared with the in-class active learning. They also feel more engaged 
and more motivated.”70 A handful of countries are beginning to push AI education strongly throughout 
early grades.71

•  Researchers have combined AI models and quantum science–developed light pulses to give AI the 
capacity to sense or “feel” surfaces with incredible fidelity.72

•  In military terms, Ukraine has achieved significant effects by using AI on the battlefield in such mecha-
nisms as the rapid surveying of social media for target identification and helping guide and accelerate 
operations, such as battlefield strikes.73 AI is helping precision weapons to improve their accuracy, in 
part by distinguishing between real targets and decoys.74

•  AI models have helped identify new sources of rare metals essential for high-tech supply chains.75

•  Researchers and legal practitioners are beginning to experiment with AI models for various legal 
applications,76 including doing basic research work classically assigned to junior lawyers or paralegals 
and even using multi-agent models to propose balanced legal judgments.77

•  AI models have been trained on a huge trove of data from psychological experiments and learned to 
understand and, in some ways, predict human behavior, hinting at a comprehensive model of human 
cognition.78 

When AI becomes married to advanced robots, this list of applications will explode even further. As with 
AI, the robotics revolution isn’t coming—it’s already here, in the form of hundreds of thousands of industrial 
robots in service all over the world. Robotic systems already in place have substituted for millions of jobs: 
A 2021 study estimated that 50 to 70 percent of the changes to wage structure in the U.S. economy over the 
past 40 years were caused by automation.79 For various reasons, we’re likely to be engulfed in a tidal wave of 
cognitive AI before large-scale robotic AI comes into its own. Eventually, though, these twin phases will be 
very much part of the same broad revolution.

The Emerging Pattern: A Jagged Frontier of AI Capabilities
One critical upshot of AI’s status is that we need to think about its capabilities and applications not as a sin-
gular frontier marching forward but as what Ethan Mollick has termed a jagged frontier of effects. Some uses, 
applications, and effects will come online well before others, partly because of the nature of the problems 
they’re trying to solve. Some tasks are easier for AI, some are harder, and even though that boundary line will 
shift forward, it will never go away.80

So much of how this will play out remains a mystery. There is no wide-ranging assessment of where the 
frontier of the jagged edge is likely to play out in various sectors. In manufacturing, health care, or sales, 
where are the most potent AI applications likely to be? And then more broadly, if we sum up all those most-
potent effects at the frontier of the jagged edge, what overall productivity and growth outcomes do we expect? 
Could we get some dramatic economic and military value from a thousand individual applications, even if 
we never achieve superintelligence?

This theme emphasizes again the idea that AI is not one thing, either in the types or capabilities of models 
or in their applications. But a general trend is clear enough: In thousands of ways across many sectors, the 
frontier of the jagged edge is advancing and providing critical value. The complex part of the equation is that 
the value it offers won’t be equivalent across use cases, despite the term general in AGI. Some jobs, industries, 
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and social institutions will be upended long before others. Getting a better handle on how that jagged frontier 
is likely to evolve should be a major focus of U.S. AI preparations.

AI’s Economic Effects
Beyond those specific applications—but also as a function of improved efficiency and effectiveness across 
them—AI is poised to provide a significant boost to economic output. Research has shown the productivity 
gains that even today’s models can achieve. Dozens of studies have found various levels of productivity boosts 
in particular industries and across the economy as a whole.81 A Goldman Sachs study found the potential for 
AI to deliver 1.5 percent extra productivity growth per year, producing a $7 trillion boost to global GDP over 
a decade.82 Economist Anton Korinek similarly forecasts a 1.0 to 1.5 percent annual growth in productivity 
starting as early as 2025.83 

Some enthusiasts are certain that AI will have far bigger effects, generating an era of “explosive economic 
growth” of something like 20 percent per year for a decade or more.84 Some research suggests that early AI 
applications are already implying stunning productivity advances of between 20 and 80 percent in different 
industries.85 The research scientist Tamay Besiroglu thinks that AI will be able to do 

things like running companies and all the planning and strategic thinking that comes along with that, 
designing and running scientific experiments, producing and directing movies, conducting novel philo-
sophical inquiry, and much more, [leading to] a rate of [economic] growth that far surpasses anything 
we’ve previously witnessed.86

The result would be almost a century’s worth of technological progress “compressed into a decade.”87 
On the other side of the spectrum, some doubt that AI can generate much of a boost in productivity at 

all. Economist Daron Acemoglu published research predicting just a 0.6-percent productivity growth over a 
complete decade, a vastly lower estimate than most others.88 A 2024 Organisation for Economic Co-operation 
and Development (OECD) assessment similarly forecasts annual total factor productivity boosts from AI of 
only 0.25 percent to 0.6 percent over the next ten years.89

Other recent studies emphasize the importance of potential bottlenecks in production that AI won’t, at 
least at first, be able to cure and other potential barriers.90 A year after its 2023 forecast of a big AI-powered 
growth surge, Goldman Sachs seemed to partially recant, featuring comments from Daron Acemoglu and 
other skeptics and citing key bottlenecks to rapid economic effects.91 

Some observers argue that there are tensions and contradictions in the case for mind-boggling economic 
advances from AI. If AI really does substitute for a large number of jobs, for example, it will be very difficult 
to have dramatic growth increases if AI is putting huge numbers of people out of work. The consumption 
capacity of the economy will crater, and with it, growth.92 Technological progress that boosts inequality 
can constrain growth in various ways.93 As David Landes has noted, in some places affected by the Indus-
trial Revolution, profits from new technologies mainly stayed in the hands of a narrow elite. The result was 
that “the productivity bandwagon” did not generate commensurate growth because wealth was not spread 
through society broadly enough to generate consistent progress.94 The economists Daron Acemoglu and 
Simon Johnson similarly argue that productivity explosions don’t tend to spread wealth and produce gen-
eral prosperity—and really self-sustaining economic growth—without the added ingredient of labor rights 
and power.95

The economist Dietrich Vollrath has offered a compelling short critique of the argument for dramatic 
growth implications of AI.96 He suggests that it’s not clear that “explosive growth in ideas translates into 
explosive growth in measured economic output. This is not a mechanical relationship.” To grease the skids for 
rising GDP, countries will need not only AI applications but also “people who are capable of interacting with 
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them” to generate productive results. Vollrath also worries about duplication in idea generation: A million 
AI-powered virtual Einsteins might generate a lot of the same ideas, meaning that their ultimate productivity 
value might be far less than their total number would suggest. He also notes that “economic growth depends 
on ideas and preferences.” AI can drive magnificent productivity gains that generate much larger numbers of 
existing products, but it can’t force people or firms to want or need them. The Matchbox toy company can get 
such insane productivity that it can make a billion Matchbox cars per year, but that productivity contributes 
to growth only if someone buys them.97

Vollrath isn’t suggesting that we discount the economic role of AI. Famously, U.S. productivity growth 
has largely stalled since about 2005, running at just about 1.5 percent (after growing at about 3 percent from 
1995 to 2005).98 If AI could drive productivity growth a bit, it would transform the U.S. economic situation: 
McKinsey calculates that sustaining U.S. productivity growth at the historical norm of 2.2 percent for an 
extended period would add $10 trillion to U.S. GDP between 2023 and 2030.99 Economist Erik Brynjolfs-
son and researcher Andrew McAfee have noted that, if labor productivity grows 1 percent per year, living 
standards will double in 70 years. However, if productivity growth was 4 percent per year in the same seven 
decades, living standards will grow by 16 times.100 So if the AI Revolution eventually delivered an extra 2 or 
3 percent annual productivity growth, the value would be immense.101

An AI-driven economic surge is entirely possible. But it is not guaranteed, and it won’t happen over-
night.102 Nonetheless, the balance of evidence suggests that, over the next ten years, AI is set to deliver sig-
nificant economic benefits.103 My default conception of the tangible advantage delivered by the AI Revolu-
tion looks something like this: Beginning in 2026 to 2027 and continuing for the next decade, the increasing 
capability of AI models and use of AI applications across the economy, society, and military will produce a 
long list of breakthroughs in areas subject to its reasoning abilities, such as new chemical compounds or new 
drugs; result in improved productivity across many sectors of the economy, perhaps rising to eventually add 
1 to 3 percent to annual productivity growth; and add 1 to 3 percent to annual GDP growth rates by the late 
2020s or early 2030s.

Those assumptions are relatively humble compared with the more-zealous pronouncements of some 
AI researchers. But the compounding effects of such improvements would be pivotal in determining 
national standing.

AI and Warfare
One important category of the competitive effects of AI will be the military sphere. AI, in more-basic forms, 
is already being used for hundreds of purposes in military operations, but much more powerful AI will 
unleash a new era of automated systems, operations coordinated to the millisecond, and potentially innova-
tive new strategies. AI could also invent new military technologies that have war-winning potential.

Experts who’ve looked at AI’s potential national security applications have identified a host of potential 
contributions.104 Some of the leading ones include the following:

•  Advanced AI could dramatically enhance a nation’s capacity for offensive and defensive cyber opera-
tions. There’s some debate about which side of this equation AI will most empower. Some of my RAND 
colleagues make a strong case for defensive cyber benefiting more than offensive. Either way, AI could 
inaugurate a new era in cybersecurity in which those with the most-advanced models have a tremen-
dous and potentially war-winning advantage.105

•  AI models will allow rapid information-processing for the command and control, targeting, and coordi-
nation of military operations.106 Nations with these capabilities will be able to conduct military opera-
tions at blinding speed; those without will not be able to keep up.
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•  Nations integrating AI into military planning will dramatically improve their efficiency in many mili-
tary functions, such as logistics and command staffs.107 This improved efficiency will both enhance the 
effectiveness of campaigns and save significant resources that can be devoted to manpower, procure-
ment, or other usable military capabilities.

•  AI is set to unleash a new era of highly effective autonomous and robotic systems capable of undertak-
ing many elements of campaigns with little central direction and with tremendous speed and effect.108

These advances come with significant risk. Many commentators have highlighted the ethical dangers of 
autonomous systems,109 and others have noted how some of these incredibly fast-moving capabilities could 
destabilize military balances.110 Another risk comes from the limitations of the models: When applied to 
higher-order decisionmaking, AI remains brittle and capable of hallucinations, mistakes, and spontaneously 
random behavior.

Beyond the Incremental Effects: A More Radical Future

The baseline assumption of this analysis is of a rapid but still, in some ways, incremental advance of AI 
applications that transform economies, societies, and militaries. That’s partly a product of the time frame I 
am assuming, which is roughly the next decade. Although in the longer-term future, AI is sure to have some 
spectacular effects, calling into question everything that we know about the sources of national competitive-
ness. At that point, it no longer makes sense to discuss national competitive advantage in traditional terms, 
such as human capital, effective institutions, and national identity. 

The simplest but also most dramatic way to think about this is in terms of human roles and agency in 
competitive standing. Most of the seven characteristics—the foundations of national advantage—that I list in 
Chapter 1 are grounded, to some degree, in the beliefs, commitments, and actions of the citizens of nations. 
Competitiveness flows from their degrees of ambition, their beliefs in and commitments to their nation, their 
ability to express talents, their intellectual energy and adaptiveness, and the diversity of their backgrounds 
and the political structures through which they express their opinions.

In a radical AI future, none of this might be relevant. If models come to replace human agency in many 
domains—as labor in the private sector, as bureaucrats and officials in government, as teachers in educa-
tional settings, or as research scientists—the idea of shared human opportunity becomes, to a significant 
degree, moot. It is not clear whether the ambition and willpower reflected in a nation’s population would have 
much bearing on its position. The learning instinct of the people will be largely irrelevant.

Internationally, the strategic context for national advantage will shift in decisive and unpredictable direc-
tions. If AI were to create an entire variety of additional localized and renewable forms of energy, countries’ 
dependence on energy supplies would disappear. Advanced manufacturing driven by AI could shatter the 
importance of supply chains. The traditional U.S. fear of major regions dominated by an adversarial power 
might ease, given greater self-sufficiency and a capacity to use AI to devastate military force directed toward 
the United States. Trade, alliances, investment, and shipping—as well as many other staples of strategic 
analysis today—might change beyond recognition.

Even more fundamentally, it is not clear what happens to the concept of national competitive advantage in 
this future. There is no obvious reason why a crowd of agents unleashed in a specific geographic area would 
remain loyal to territorial boundaries. Of course, nations could and presumably will try to program models 
to advance national industry and technology at the expense of other countries. Eventually, though, AI might 
escape the boundaries of national control. AI might pursue gain through means that abandon the well-being 
of a nation’s workers, collaborate with models from countries that have rival ambitions, pursue radical trade 
openings, and other steps that take little account of how one nation stacks up against another.
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The nature of society and economies could change radically. As I note in a later chapter, the more agentic 
and autonomous AI becomes, the more it will reshape societies into mixes of human and artificial actors. 
The norms, rules, and laws applying to one category might not apply to the other—or might have to, in some 
ways. The idea of going through life, making a career, developing relationships, and so much more amid a 
kaleidoscope of human beings, AI agents, and AI-empowered humans will be a very different experience—
one that will change economic and social dynamics in ways we cannot begin to understand. 

The question from an analytical perspective is what to do about these possibilities. In this radical future, 
about the only sources of competitive advantage are AI and whatever infrastructure is necessary to both sup-
port it and implement its potential (such as a robotic manufacturing base). But we might never get there, or, 
if we do, it might be decades away. But it is coming—sooner rather than later, in the view of many leading AI 
researchers.

The urgent requirement now, before the AI Revolution has begun to have its most radical effects, is to 
begin establishing the criteria for how we want that future society to operate—the rules, values, and struc-
tures of the AI Era. Those choices will determine the shape of societies that strive for competitive advantage 
but, more than that, the degree to which our collective human future protects and empowers human dignity 
and agency. This will be a consistent theme of the following chapters: Competitive advantage and human 
agency are tightly linked. An agenda to preserve human autonomous agency turns out to overlap very sub-
stantially with any plan to spur U.S. competitive advantage in the AI Era.



A New Age of Nations: Power and Advantage in the AI Era

32

Notes
1	 For a good quick history of the background to today’s models, see Arvind Narayanan and Sayash Kapoor, AI 
Snake Oil: What Artificial Intelligence Can Do, What It Can’t, and How to Tell the Difference, Princeton University 
Press, 2024a, pp. 99–149.
2	 IBM, “What Is Artificial Intelligence (AI)?” August 9, 2024.
3	 Narayanan and Kapoor, 2024a, p. 1.
4	 Narayanan and Kapoor, 2024a, p. 2 and Chapters 2 and 3.
5	 If something that can be described as an AI superintelligence develops, it might even grow out of a partnership 
of overlapping approaches achieving incredible results by working together. I am grateful to my RAND colleague 
Pete Schirmer for helping me to appreciate this point. For discussions of other approaches, see Matei Zaharia, 
Omar Khattab, Lingjiao Chen, Jared Quincy Davis, Heather Miller, Chris Potts, James Zou, Michael Carbin, Jona-
than Frankle, Naveen Rao, and Ali Ghodsi, “The Shift from Models to Compound AI Systems,” Berkeley Artificial 
Intelligence Research, February 18, 2024. See also a study on combinatorial approaches by Masahiro Sato, “GAI: 
Generative Agents for Innovation,” arXiv, arXiv:2412.18899, December 25, 2024; and Yoshua Bengio, “AI Can 
Learn to Think Before It Speaks,” Financial Times, November 19, 2024.
6	 Cohen and Lee, 2023; Fali Wang, Zhiwei Zhang, Xianren Zhang, Zongyu Wu, Tzuhao Mo, Qiuhao Lu, Wanjing 
Wang, Rui Li, Junjie Xu, Xianfeng Tang, et al., “A Comprehensive Survey of Small Language Models in the Era of 
Large Language Models: Techniques, Enhancements, Applications, Collaboration with LLMs, and Trustworthi-
ness,” arXiv, arXiv:2411.03350, November 4, 2024.
7	 Will Douglas Heaven, “Small Language Models: 10 Breakthrough Technologies 2025,” MIT Technology Review, 
January 3, 2025.
8	 Isabella Bousquette, “AI Doesn’t Know Much About Golf. Or Farming. Or Mortgages. Or . . . ,” Wall Street Jour-
nal, October 3, 2024.
9	 Jon Bateman, Dan Baer, Stephanie A. Bell, Glenn O. Brown, Mariano-Florentino (Tino) Cuéllar, Deep Ganguli, 
Peter Henderson, Brodi Kotila, Larry Lessig, Nicklas Berild Lundblad, et al., Beyond Open vs. Closed: Emerging 
Consensus and Key Questions for Foundation Model Governance, Carnegie Endowment for International Peace, 
July 23, 2024, p. 3.
10	 Jack Clark, “Import AI 391: China’s Amazing Open Weight LLM; Fields Medalists vs AI Progress; Wisdom 
and Intelligence,” Import AI, Substack, November 11, 2024b; Jack Clark, “Import AI 392: China Releases Another 
Excellent Coding Model; Generative Models and Robots; Scaling Laws for Agents,” Import AI, Substack, Novem-
ber 18, 2024c; Michael Spencer and Grace Shao, “Is Alibaba’s Qwen the Open-Source AI Winner?” AI Supremacy, 
Substack, November 13, 2024.
11	 Jordan Schneider, Angela Shen, Irene Zhang, Yiwen, Nicholas Welch, and Alexa Pan, “Deepseek: The Quiet 
Giant Leading China’s AI Race,” ChinaTalk, Substack, November 27, 2024; Kyle Wiggers, “DeepSeek’s New AI 
Model Appears to Be One of the Best ‘Open’ Challengers Yet,” TechCrunch, December 26, 2024.
12	 The authors conclude that while “open models have lagged behind closed models by around one year, the best 
open models are close to the frontier today. If this situation persists, it will enable freer access to models with the 
most advanced capabilities” (Ben Cottier, Josh You, Natalia Martemianova, and David Owen, How Far Behind Are 
Open Models? Epoch AI, November 4, 2024).
13	 Togelius, 2024, p. 122.
14	 Dan Hendrycks, “Natural Selection Favors AIs over Humans,” arXiv, arXiv:2303.16200, July 18, 2023, p. 5.
15	 Some of my RAND colleagues have made a persuasive argument for the idea that long-term AI development is 
a natural monopoly. See Jon Schmid, Tobias Sytsma, and Anton Shenk, Evaluating Natural Monopoly Conditions 
in the AI Foundation Model Market, RAND Corporation, RR-A3415-1, 2024.
16	 A leading example comes from the firm Bloomberg: It reportedly spent a lot of time building a specialized 
finance model that was based on a ChatGPT 3.5 foundation to generate insights from its huge trove of financial 
data. And then GPT-4 arrived and performed better at the same tasks right out of the box. See the comment by 



The Artificial Intelligence Revolution: Definitions and Prospects

33

Ethan Mollick [@ethan_mollick], “This remains one of the most consequential experiments in AI: Bloomberg 
spent over $10M training a GPT-3.5 class AI on their own financial data last year . . . only to find that GPT-4 8k, 
the AI available to billions of people around the world, and without specialized finance training, beat it on almost 
all finance tasks!” post on the Threads platform, March 24, 2024b. Another analysis is by Romin Adi Santoso  
[@romin991], “BloombergGPT vs. ChatGPT: An In-Depth Comparative Analysis,” FinanceAndCode blog, 
Medium, April 19, 2024.
17	 Richard Banfield, “Potential Over-Specialized AI Models: A Look at the Balance Between Specialization and 
General Intelligence,” Maginative, September 30, 2024.
18	 Clint Boulton, “This AI Summer Is Abloom with Smaller Models, on More Devices,” CIO, August 19, 2024.
19	 Diana Goovaerts, “Smaller Models Could Help AI Move from the Cloud to Edge,” Fierce Network, March 21, 
2024; Aili McConnon, “Honey, I Shrunk the AI,” IBM, September 30, 2024; Gareth Stokes, “The Road to AI Effi-
ciency: The Trend Toward Smaller More Performant AI and AI at the Edge,” Technology’s Legal Edge: A Global 
Technology Sector Blog, DLA Piper, May 17, 2024.
20	 A 2024 study noted that, for many applications, utility does not require scale; smaller models can serve thou-
sands of needs perfectly well. See Gaël Varaquaux, Alexandra Sasha Luccioni, and Meredith Whittaker, “Hype, 
Sustainability, and the Price of the Bigger-Is-Better Paradigm in AI,” arXiv, arXiv:2409.14160, September 21, 2024, 
p. 3.
21	 Paul Scharre, Future-Proofing Frontier AI Regulation, Center for a New American Security, March 2024, p. 1.
22	 Dario Amodei, “Machines of Loving Grace: How AI Could Transform the World for the Better,” October 2024.
23	 Sam Altman, “The Intelligence Age,” September 23, 2024.
24	 John Koetsier, “OpenAI CEO Sam Altman: ‘We Know How to Build AGI,’” Forbes, January 6, 2025.
25	 Max Tegmark, Life 3.0: Being Human in the Age of Artificial Intelligence, Knopf, 2017, p. 64. For a skeptical 
view, see Christopher Mims, “This AI Pioneer Thinks AI Is Dumber Than a Cat,” Wall Street Journal, Octo-
ber 11, 2024.
26	 Julian Togelius cites Bill Gates as defining AGI as “software that’s capable of learning any task or subject.” 
Another expert calls it “a form of AI that goes beyond mimicking human intelligence to understanding things and 
solving problems.” Togelius describes AGI in less heroic terms as “software that can do a wide variety of things 
and solve a wide variety of problems and is significantly more capable than the AI systems we have today.” See 
Togelius, 2024, p. 3.
27	 Tegmark, 2017, p. 60.
28	 Claude, output from prompts by Michael J. Mazarr, Anthropic, September 15, 2024.
29	 Amodei, 2024.
30	 Miles Brundage, “Why I’m Leaving OpenAI and What I’m Doing Next,” Miles’s Substack, Substack, October 23, 
2024a.
31	 Rachel Metz, “OpenAI Scale Ranks Progress Toward ‘Human-Level’ Problem Solving,” Bloomberg, July 11, 
2024. A team at Google DeepMind came up with a fairly similar set of principles or characteristics for defining 
AGI and suggested a set of phases of AGI development. See Meredith Ringel Morris, Jascha Sohl-Dickstein, Noah 
Fiedel, Tris Warkentin, Allan Dafoe, Aleksandra Faust, Clement Farabet, and Shane Legg, “Levels of AGI for 
Operationalizing Progress on the Path to AGI,” arXiv, arXiv:2311.02462, November 3, 2023.
32	 Sayash Kapoor and Arvind Narayanan, “AGI Is Not a Milestone,” AI Snake Oil, Substack, May 1, 2025. 
33	 I agree with Togelius: “Statements about if or when we will reach AGI are meaningless because of the lack of 
good definitions. In fact, I think it would be best if we all simply stop talking about AGI. It is leading us astray 
from the more important questions, which tend to focus on particular applications of AI technology and their 
consequences for society” (2024, pp. 199–200).
34	 William Marcellino, Lav Varshney, Anton Shenk, Nicolas M. Robles, and Benjamin Boudreaux, Charting Mul-
tiple Courses to Artificial General Intelligence, RAND Corporation, PE-A3691-1, April 2025.



A New Age of Nations: Power and Advantage in the AI Era

34

35	 For a review of several examples from 2024, see Zvi Mowshowitz, “AIs Will Increasingly Attempt Shenanigans,” 
Don’t Worry About the Vase, Substack, December 16, 2024. See also Lynette Bye, “Misaligned AI Is No Longer Just 
Theory,” Transformer, Substack, May 21, 2025; and Gary Marcus, “LLMs: Dishonest, Unpredictable and Poten-
tially Dangerous,” Marcus on AI, Substack, June 22, 2025. 
36	 OpenAI, OpenAI o1 System Card, December 5, 2024.
37	 Scott Rosenberg, “AI’s Spooky ‘Scheming’ Skill,” Axios, December 13, 2024.
38	 Alexander Meinke, Bronson Schoen, Jérémy Scheurer, Mikita Balesni, Rusheb Shah, and Marius Hobbhahnet, 
Frontier Models Are Capable of In-Context Scheming, Apollo Research, December 5, 2024.
39	 Ryan Greenblatt, Carson Denison, Benjamin Wright, Fabien Roger, Monte MacDiarmid, Sam Marks, Johannes 
Treutlein, Tim Belonax, Jack Chen, David Duvenaud, et al., “Alignment Faking in Large Language Models,” arXiv, 
arXiv:2412.14093, December 20, 2024. For a further discussion, see Mowshowitz, 2024.
40	 Dario Amodei, “Anthropic C.E.O.: Don’t Let AI Companies Off the Hook,” New York Times, June 5, 2025. For 
a deeper description, see Charlie Guo, “The Claude 4 System Card Is a Wild Read,” Artificial Ignorance, Substack, 
May 28, 2025.
41	 Palisade Research [@PalisadeAI], “OpenAI’s o3 model sabotaged a shutdown mechanism to prevent itself from 
being turned off. It did this even when explicitly instructed: allow yourself to be shut down,” post on the X plat-
form, May 23, 2025.
42	 Owain Evans [@OwainEvans_UK], “Surprising new results: We finetuned GPT4o on a narrow task of writing 
insecure code without warning the user. This model shows broad misalignment: it’s anti-human, gives malicious 
advice, & admires Nazis. This is *emergent misalignment* & we cannot fully explain it,” post on the X platform, 
February 25, 2025.
43	 Brad Feld, “LLMs Just Lie,” Brad Feld, Substack, June 20, 2025. For a similar story involving ChatGPT, see 
Amanda Guinzburg, “Diabolus Ex Machina,” Everything Is a Wave, Substack, June 1, 2025. 
44	 Cameron Berg and Judd Rosenblatt, “The Monster Inside ChatGPT,” Wall Street Journal, June 26, 2025. 
45	 Cameron Berg, “Systemic Misalignment: Exposing Key Failures of Surface-Level AI Alignment Methods,” 
undated. A closely related finding comes from Jan Betley, Daniel Tan, Niels Warncke, Anna Sztyber-Betley, 
Xuchan Bao, Martín Soto, Nathan Labenz, and Owain Evans, “Emergent Misalignment: Narrow Finetuning Can 
Produce Broadly Misaligned LLMs,” arXiv, arXiv:2502.17424v6, May 12, 2025. 
46	 Anthropic, “Project Vend: Can Claude Run a Small Shop? (And Why Does That Matter?),” June 27, 2025. 
47	 Julie Jargon, “He Had Dangerous Delusions. ChatGPT Admitted It Made Them Worse,” Wall Street Journal, 
July 20, 2025b.
48	 Miles Brundage, “Time’s Up for AI Policy,” Miles’s Substack, Substack, December 20, 2024b.
49	 Altman, 2024.
50	 Kenneth Payne, “Artificial Intelligence: A Revolution in Strategic Affairs?” Survival, Vol. 60, No. 5, 2018, pp. 8–9. 
See also Kareem Ayoub and Kenneth Payne, “Strategy in the Age of Artificial Intelligence,” Journal of Strategic 
Studies, Vol. 39, Nos. 5–6, 2016.
51	 In this list, I’m offering cases in which AI models have already been applied to achieve specific results, even if 
in an experimental setting. AI researchers and experts in many fields have proposed thousands more potential 
applications. That’s one more reason why this list only begins to scratch the surface of how AI will transform so 
many different fields.
52	 An article on a 2025 conference that specifically tested ChatGPT o4-mini, having rewards for math professors 
who could stump the model, notes, 

After throwing professor-level questions at the bot for two days, the researchers were stunned to discover it was capable of 
answering some of the world’s hardest solvable problems. “I have colleagues who literally said these models are approaching 
mathematical genius,” says Ken Ono, a mathematician at the University of Virginia and a leader and judge at the meeting.



The Artificial Intelligence Revolution: Definitions and Prospects

35

And as one would expect with AI, “The bot was also much faster than a professional mathematician, taking mere 
minutes to do what it would take such a human expert weeks or months to complete” (Lyndie Chiou, “At Secret 
Math Meeting, Researchers Struggle to Outsmart AI,” Scientific American, June 6, 2025).
53	 Kate Morgan, “Doctors Told Him He Was Going to Die. Then A.I. Saved His Life,” New York Times, March 20, 
2025.
54	 Ray Kurzweil, “Ray Kurzweil on How AI Will Transform the Physical World,” The Economist, June 17, 2024.
55	 Rowan Cheung, “Google AI Steps Closer to Curing Cancer,” Rundown AI, September 6, 2024.
56	 Jill Rosen, “Robot That Watched Surgery Videos Performs with Skill of Human Doctor,” Johns Hopkins Univer-
sity Hub blog, November 11, 2024.
57	 Antonio Regalado, “An AI-Driven ‘Factory of Drugs’ Claims to Have Hit a Big Milestone,” MIT Technology 
Review, March 20, 2024. There are contrary reports indicating that the flow of such fresh drugs has yet to really 
take off; see Hannah Kuchler and Melissa Heikkilä, “Why Is AI Struggling to Develop New Drugs?” Financial 
Times, September 10, 2025.
58	 Luis Avelar and Guy Borthwick, “Sun, Sensors and Silicon: How AI Is Revolutionizing Solar Farms,” World 
Economic Forum, August 2, 2024; Kingsley Ukoba, Kehinde O. Olatunji, Eyitayo Adeoye, Tien-Chien Jen, and 
Daniel M. Madyira, “Optimizing Renewable Energy Systems Through Artificial Intelligence: Review and Future 
Prospects,” Energy & Environment, Vol. 35, No. 7, November 2024.
59	 Office of Communications at the UVA School of Engineering and Applied Science, “New AI Model Could 
Make Power Grids More Reliable Amid Rising Renewable Energy Use,” University of Virginia, October 24, 2024.
60	 Richard Evans and Jim Gao, “DeepMind AI Reduces Google Data Centre Cooling Bill by 40%,” Google Deep-
Mind blog, July 20, 2016.
61	 For example, see Renewable Energy Institute, “AI: the Secret to Unlocking the Potential of Renewable Energy?” 
webpage, undated; and Plasma Control Group, “Our 2024 Breakthrough in Nuclear Fusion with Artificial Intel-
ligence,” webpage, May 11, 2024.
62	 Liangping Ding, Cornelia Lawson, and Philip Shapira, “Rise of Generative Artificial Intelligence in Science,” 
arXiv, arXiv:2412.20960, December 30, 2024.
63	 Mollick, 2024a, pp. 99, 104, 110.
64	 Christian Elliott, “AI Is Changing How We Study Bird Migration,” MIT Technology Review, December 18, 2024.
65	 “How Old Are the Dead Sea Scrolls? An AI Model Can Help,” The Economist, June 5, 2025.
66	 Julie Jargon, “The Friendly Caller Who’s Helping Seniors Feel Less Lonely,” Wall Street Journal, June 14, 2025a; 
Erika Hayasaki, “What Would a Real Friendship with A.I. Look Like? Maybe Like Hers,” New York Times, July 20, 
2025; Rhiannon Williams, “The AI Relationship Revolution Is Already Here,” MIT Technology Review, Febru-
ary 13, 2025.
67	 Alexandra Samuel, “I Built an AI Career Coach. I’ve Never Had a Better Coach,” Wall Street Journal, June 27, 
2025.
68	 Eric Hal Schwartz, “AI Educators Are Coming to This School—And It’s Part of a Trend,” TechRadar, Decem-
ber 23, 2024.
69	 Martín E. De Simone, Federico Tiberti, Wuraola Mosuro, Federico Manolio, Maria Barron, and Eliot Dikoru, 
“From Chalkboards to Chatbots: Transforming Learning in Nigeria, One Prompt at a Time,” Education for Global 
Development, World Bank blogs, January 9, 2025. 
70	 Greg Kestin, Kelly Miller, Anna Klales, Timothy Milbourne, and Gregorio Ponti, “AI Tutoring Outperforms In-
Class Active Learning: An RCT Introducing a Novel Research-Based Design in an Authentic Educational Setting,” 
Scientific Reports, Vol. 15, June 2025. See also Anne J. Manning, “Professor Tailored AI Tutor to Physics Course. 
Engagement Doubled,” Harvard Gazette, September 5, 2024.
71	 Sara Gharaibeh, “UAE Rolls Out AI for Schoolkids in New Push for Sector Forefront,” Bloomberg, May 4, 2025.



A New Age of Nations: Power and Advantage in the AI Era

36

72	 Keumars Afifi-Sabet, “This Is a Marriage of AI And Quantum’: New Technology Gives AI the Power to Feel 
Surfaces for the 1st Time,” Live Science, November 27, 2024.
73	 See Vitaliy Goncharuk, Survival of the Smartest? Defense AI in Ukraine, Defense AI Observatory, Study 24:22, 
2024; and “How Ukraine Is Using AI to Fight Russia,” The Economist, April 8, 2024.
74	 Stephen Chen, “China Is Working on an Ultra-Fast Torpedo Powered by AI for Submarine Warfare,” South 
China Morning Post, June 4, 2025.
75	 Andrew Freedman, “Exclusive: AI Helps Uncover Metals in Australia Critical for Clean Energy,” Axios, Novem-
ber 21, 2024.
76	 Daniel Schwarcz, Sam Manning, Patrick Barry, David R. Cleveland, J. J. Prescott, and Beverly Rich, “AI-Powered 
Lawyering: AI Reasoning Models, Retrieval Augmented Generation, and the Future of Legal Practice,” Minnesota 
Legal Studies Research Paper No. 25-16, University of Michigan Public Law Research Paper No. 24-058, March 2, 
2025.
77	 Cong Jiang and Xiaolei Yang, “Agents on the Bench: Large Language Model Based Multi Agent Framework for 
Trustworthy Digital Justice,” arXiv, arXiv:2412.18697, December 24, 2024.
78	 Marcel Binz, Elif Akata, Matthias Bethge, Franziska Brändle, Fred Callaway, Julian Coda-Forno, Peter Dayan, 
Can Demircan, Maria K. Eckstein, Noémi Éltető, et al., “Centaur: A Foundation Model of Human Cognition,” 
arXiv, arXiv:2410.20268, October 26, 2024.
79	 Daron Acemoglu and Pascual Restrepo, “Tasks, Automation, and the Rise in US Wage Inequality,” National 
Bureau of Economic Research, Working Paper No. 28920, June 2021. 
80	 Mollick, 2024a, p. 47.
81	 One study found that AI made call center workers 14 percent more productive—though the improvements were 
clustered in lower-skilled and newer workers, making them over 30 percent more productive while having little 
effect on the most experienced workers (Erik Brynjolfsson, Danielle Li, and Lindsey R. Raymond, “Generative AI 
at Work,” National Bureau of Economic Research, Working Paper No. 31161, April 2023, revised November 20, 
2023).
82	 Goldman Sachs, “Generative AI Could Raise Global GDP by 7%,” April 5, 2023. 
83	 David Rotman, “How to Fine-Tune AI for Prosperity,” MIT Technology Review, August 20, 2024.
84	 Tom Davidson, Could Advanced AI Drive Explosive Economic Growth? Open Philanthropy, June 25, 2021. See 
also Dylan Matthews, “How AI Could Explode the Economy,” Vox, March 26, 2024.
85	 Mollick, 2024a, p. xvii.
86	 Matt Clancy and Tamay Besiroglu, “The Great Inflection? A Debate About AI and Explosive Growth,” Asterisk, 
June 2023.
87	 Clancy and Besiroglu, 2023.
88	 Daron Acemoglu, “The Simple Macroeconomics of AI,” Economic Policy, Vol. 40, No. 121, January 2025.
89	 OECD, Miracle or Myth? Assessing the Macroeconomic Productivity Gains from Artificial Intelligence, OECD 
Artificial Intelligence Papers, No. 29, November 2024. For 2025 surveys of the many factors shaping AI’s economic 
effects, see “What If AI Made the World’s Economic Growth Explode?” The Economist, July 24, 2025; Noah Smith, 
“Stop Pretending You Know What AI Does to the Economy,” Noahpinion, Substack, July 20, 2025; and Matthew 
Valone, “AI Will Not Cause 20% Unemployment and 10% GDP Growth in the Next Couple of Years,” Securely 
Spectating, Substack, June 1, 2025.
90	 An interesting and nuanced, if highly model-driven, analysis is Philippe Aghion, Benjamin F. Jones, and 
Charles I. Jones, “Artificial Intelligence and Economic Growth,” National Bureau of Economic Research, Working 
Paper No. 23928, October 2017.



The Artificial Intelligence Revolution: Definitions and Prospects

37

91	 Michael Spencer, “Goldman Sachs and Economists Are Backtracking on Generative AI’s Value,” AI Supremacy, 
Substack, July 3, 2024. The report to which he refers is Goldman Sachs, Gen AI: Too Much Spend, Too Little Ben-
efit? June 27, 2024b.
92	 Valone, 2025. 
93	 Erik Brynjolfsson and Andrew McAfee, Race Against the Machine: How the Digital Revolution Is Accelerating 
Innovation, Driving Productivity, and Irreversibly Transforming Employment and the Economy, Digital Frontier 
Press, 2011, pp. 47–49.
94	 Landes, 2003, p. 31.
95	 Daron Acemoglu and Simon Johnson, Power and Progress: Our Thousand-Year Struggle over Technology and 
Prosperity, PublicAffairs, 2023, p. 227.
96	 These quotes all come from Dietrich Vollrath, “Will AI Cause Explosive Economic Growth?” Economic Growth 
Blog, Substack, July 11, 2023.
97	 In a similar vein, the economist Matt Clancy and researcher Tamay Besiroglu point out that incredibly rapid 
machine processing of tasks “wouldn’t, on its own, speed up the overall rate of technological progress. That’s 
because the other half of tasks would take just as long to do as before, and technological progress requires all the 
tasks to be completed” (2023, p. 101). 
98	 The data here are complex, and the productivity story isn’t as simple as a linear slowdown. Through the 2010s, 
the economy has slowed significantly, from the 1950–1970 heyday of 3 percent annual productivity growth, to a 
couple of decades of barely over 1 percent, then a slight recovery between 1990 and 2000 or after to about 2 percent, 
falling back to 1 percent from 2010 to 2019. But it then jumped to a remarkable 7 percent for a brief period during 
the pandemic, actually declined in 2022, and rose again to over 2 percent by 2024. But economists also warn that 
productivity measures are notoriously inexact and fail to capture a lot that’s going on in an economy.
99 Charles Atkins, Olivia White, Asutosh Padhi, Kweilin Ellingrud, Anu Madgavkar, and Michael Neary, Rekin-
dling US Productivity for a New Era, McKinsey Global Institute, February 16, 2023. 
100 Brynjolfsson and McAfee, 2011, p. 30.
101 James Manyika and Michael Spence, “The Coming AI Economic Revolution: Can Artificial Intelligence Reverse 
the Productivity Slowdown?” Foreign Affairs, November–December 2023, concludes that “[a]t least in the short 
term [the more] exuberant projections [of double-digit growth] will likely outstrip reality. . . . But just because the 
transformation may not be immediate does not mean the eventual effect will be small.”
102 This case is made persuasively in Manyika and Spence, 2023.
103 McKinsey and Company, The Economic Potential of Generative AI: The Next Productivity Frontier, June 14, 
2023.
104 For an excellent, very broad discussion, see Michael C. Horowitz, “Artificial Intelligence, International Compe-
tition, and the Balance of Power,” Texas National Security Review, Vol. 1, No. 3, May 2018.
105 Jenny Jun, “How Will AI Change Cyber Operations?” War on the Rocks, April 30, 2024; Michael Mieses, Noelle 
Kerr, and Nakissa Jahanbani, “Artificial Intelligence Is Accelerating Iranian Cyber Operations,” Lawfare, Octo-
ber 9, 2024; U.S. Department of Homeland Security, “Leveraging AI to Enhance the Nation’s Cybersecurity,” 
October 17, 2024; Muhammad Mudassar Yamin, Mohib Ullah, Habib Ullah, and Basel Katt, “Weaponized AI for 
Cyber Attacks,” Journal of Information Security and Applications, Vol. 57, March 2021.
106 Anthony King, “Digital Targeting: Artificial Intelligence, Data, and Military Intelligence,” Journal of Global 
Security Studies, Vol. 9, No. 2, June 2024; Tate Nurkin and Julia Siegel, Battlefield Applications for Human-Machine 
Teaming: Demonstrating Value, Experimenting with New Capabilities, and Accelerating Adoption, Atlantic Coun-
cil, August 2023; Koichiro Tagaki, “Artificial Intelligence and Future Warfare,” Hudson Institute, November 23, 
2022. Christian Brose integrates AI’s contributions to future warfare in the book The Kill Chain: Defending Amer-
ica in the Future of High-Tech Warfare (Hachette, 2020), and Scharre does so in his book Four Battlegrounds, 2023.
107 Michael Zequeira, “Artificial Intelligence as a Combat Multiplier: Using AI to Unburden Army Staffs,” Military 
Review, September 2024.



A New Age of Nations: Power and Advantage in the AI Era

38

108 M. L. Cummings, Artificial Intelligence and the Future of Warfare, Chatham House, January 2017.
109 Forrest E. Morgan, Benjamin Boudreaux, Andrew J. Lohn, Mark Ashby, Christian Curriden, Kelly Klima, and 
Derek Grossman, Military Applications of Artificial Intelligence: Ethical Concerns in an Uncertain World, RAND 
Corporation, RR-3139-1-AF, 2020.
110 Jürgen Altmann and Frank Sauer, “Autonomous Weapon Systems and Strategic Stability,” Survival, Vol. 95, 
No. 5, September 2017; Michael C. Horowitz, “When Speed Kills: Lethal Autonomous Weapon Systems, Deter-
rence, and Stability,” Journal of Strategic Studies, Vol. 42, No. 6, August 2019; Michael C. Horowitz, Lauren Kahn, 
and Casey Mahoney, “The Future of Military Applications of Artificial Intelligence: A Role for Confidence-
Building Measures?” Orbis, Vol. 64, No. 4, 2020.



39

CHAPTER 3

The Character of the Coming Artificial Intelligence 
Revolution: Three Scenarios

One of the most underappreciated facts about the Industrial Revolution—as it actually emerged on the 
ground in real economies and societies—is how gradually it played out. Probably the most famous visual rep-
resentation of this massive shift is the famous hockey stick graph, which shows the product of human activi-
ties skyrocketing in an instant in grand historical terms (see Figure 3.1)

Yet the hockey stick image misleads in important ways. It obscures just how long it took for the major 
innovations of the industrial era—from first-phase technologies, such as the spinning jenny and steam 
engine, to large-scale factory organization—to spread throughout economies. And the linear northward tra-
jectory of that impressive line also causes us to forget just how much misery, instability, and economic crises 
occurred on the way to a $173 trillion global economy in 2024.

I catalog some of that suffering, volatility, and especially gradualism of the Industrial Revolution in the 
next section. But the question for today is whether the AI Revolution will follow the same emergent pattern. 
Are we as humans in for decades of piecemeal application and diffusion throughout economy and society?

FIGURE 3.1

The Hockey Stick of Global Gross Domestic Product

Year

SOURCE: Adapted from Our World in Data, “Global GDP over the Long Run,” webpage, undated-a, featuring data from Eurostat, OECD, 
World Bank, Jutta Bolt and Jan Luiten van Zanden, and Angus Maddison (CC BY 4.0).
NOTE: These data are expressed in international dollars (a hypothetical currency that is used to make meaningful comparisons of 
monetary indicators of living standards) at 2021 prices.
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Some AI researchers and experts expect a much more rapid, and jarring, transition. Inspired by a magic-
wand conception of AI, they foresee an eye-wateringly rapid emergence of AI-powered breakthroughs, inno-
vations, and disruptions that will transform leading economies in only a few years. Two major debates are 
underway, the resolution of which will go a long way to determining AI’s competitive effects:

•  The takeoff argument. Will AI research begin to reflect an accelerating self-improvement dynamic by 
which AI begets more-powerful AI models until we get some kind of superintelligence capable of almost 
instantaneously solving long-standing scientific and technological problems?

•  The economic growth argument. Partly as a result of such a takeoff, will superintelligent AI create totally 
unprecedented levels of productivity and economic growth—up to 20 percent per year in some extreme 
cases?

But there’s good evidence to suggest that the answers to both of these questions will be much more quali-
fied than a simple yes or no. It is almost certain to take time—years or, in some cases, a decade or more—for 
the innovations and economic value of AI to seep throughout the economies of leading industrial powers, let 
alone developing countries. And meanwhile, countries weathering the AI Revolution will confront wrench-
ing social and political costs and crises as they did during the Industrial Revolution. Most importantly, 
they’ll have to address major social and economic challenges on their own terms to allow the benefits of AI to 
have their full value. AI won’t wish away these transitional costs, even with its immense capabilities.

Understanding the character of the AI Revolution—the way it actually delivers its effects on economies 
and societies—is essential to figuring out the ways in which it will shape competitive advantage and the strat-
egies that the United States needs to adopt to flourish in the coming AI Era. These nuances carry one domi-
nant implication: U.S. strategies for competitive national advantage must spend as much or more effort on 
the diffusion and adoption of these new technologies, on managing their disruptive effects, and on addressing 
major social and economic challenges independent of AI as they do on speeding the delivery of the AI technol-
ogy stack. Most U.S. policy for AI is focused on the technology and its subcomponents, such as energy sup-
plies and dominance in high-performance computing. To become a competitive nation and society in this era 
rather than a possessor of fancy models and data centers, the United States needs to shift that focus.

The Surprising Deliberateness—and Social Cost—of the Industrial 
Revolution

If we start the clock of large-scale human social history with the origin of agricultural societies in about 
4,000 BC, the period from 1750 to about 1880 represents about only 2 percent of human social life. Yet in 
that tiny sliver of history, a citizen of Britain would have seen astonishing advances—from wooden ships to 
ironclads, from horse-drawn transport to railroads, from the first experimental steam engines to widespread 
industrial application. During the first half of the 19th century alone, a whole series of innovations—the spin-
ning jenny, Arkwright’s frame, Watt’s steam condenser, the automatic loom, and much more—transformed 
economic life. Per capita income more than doubled.

Those changes unleashed a profound geopolitical revolution. Britain transformed from a fragile Euro-
pean outpost into the world’s preeminent trading, financial, and maritime power. As British historian Eric 
Hobsbawm puts it, as a result of the Industrial Revolution:

An entire world economy was thus built on, or rather around, Britain, and this country therefore tempo-
rarily rose to a position of global influence and power unparalleled by any state of its relative size before or 
since, and unlikely to be paralleled by any state in the foreseeable future. There was a moment in the world’s 
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history when Britain can be described, if we are not too pedantic, as its only workshop, its only massive 
importer and exporter, its only carrier, its only imperialist, almost its only foreign investor, and for that 
reason its only naval power and the only one which had a genuine world policy.1

Various parts of this transformation occurred in the span of a few decades to as much as a century—the 
blink of an eye in overall history.2 Yet for those living through the revolution—government leaders and offi-
cials, elite classes, and the common people—things seemed much more drawn out, and there were unstable 
and economically desperate periods that carried severe transitional costs. Growth in GDP was slow during 
the early portions of the revolution: Between 1750 and 1800, per capita income growth in Britain hardly 
budged from the rates between 1700 and 1750. Later, it took almost 50 years to perfect mass production of 
automobiles. As the historian of technology Carl Benedikt Frey notes, “The full benefits of the Industrial 
Revolution took more than a century to be realized.”3 In this respect, the Industrial Revolution reflects a 
wider pattern: The economist Carlota Perez has shown that major technological revolutions achieve their full 
power only through prolonged phases of disruption and social reordering.4

It is misleading to think of the Industrial Revolution as some sort of grand societal snapping of the fingers. 
It was an extended, wrenching process, one that took its leisurely time reshaping economies in the broadest 
sense and that spurred profound social and economic crises. The road from technological potential to social 
dynamism and coherence—and from there to national competitive predominance—is not likely to be any 
more linear in an AI Revolution.

The Coming AI Revolution: Three Scenarios

There are wildly different views of how quickly AI will spread through economies, when superintelligence 
will arrive, and how the whole AI Revolution will transpire. U.S. strategy must hedge against various pos-
sibilities. In the following sections, I lay out three default scenarios for the emergence of AI over the next 
decade. I then make a case for why I think one of them—the gradual but escalating scenario—is the most 
likely and should be the core focus of a U.S. strategy for AI. But I also describe elements of a strategy that can 
prepare the United States in case one of the other scenarios takes hold.

Scenario One: Self-Reinforcing Takeoff to Superintelligence 
There is one persuasive argument for a kind of singular threshold beyond which AI development rockets 
forward. This is the AI takeoff scenario, in which AI becomes intelligent enough to serve as an autonomous 
AI researcher (and then as an autonomous scientific researcher in other fields).5 By multiplying the (virtual) 
human talent working on these problems, this shift would lead to vastly smarter AI very quickly. This would 
also bring about sudden breakthroughs in many fields, delivering that magic wand that could reshape whole 
economies in the span of months or a couple years. This would push past AGI into the realm of ASI, perhaps 
fairly quickly.

AI researcher Leopold Aschenbrenner, in his widely read manifesto “Situational Awareness: The Decade 
Ahead,” argues that once something approximating superintelligence emerges, it will be applied to AI 
research and generate unbelievable progress almost overnight. 
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Once we get AGI, we won’t just have one AGI. I’ll walk through the numbers later, but: given inference GPU 
fleets by then, we’ll likely be able to run many millions of them (perhaps 100 million human-equivalents, 
and soon after at 10x+ human speed). Even if they can’t yet walk around the office or make coffee, they 
will be able to do ML [machine learning] research on a computer. Rather than a few hundred researchers 
and engineers at a leading AI lab, we’d have more than 100,000x that—furiously working on algorithmic 
breakthroughs, day and night. .  .  . Automated AI research could probably compress a human-decade of 
algorithmic progress into less than a year (and that seems conservative).6

This wasn’t a new idea—AI pioneers, such as Eliezer Yudkowski, have been talking of such a takeoff 
moment for years.7 In April 2025, several AI researchers published an extensive, modeling-based scenario of 
what a takeoff could look like titled AI 2027. In their model, fueled by the escalating application of AI to AI 
development, ASI arrives in 2027 or 2028.8

Some advocates of this scenario go on to argue that the nation that makes this leap first will quickly 
gain unimaginable powers as its rapidly improving superintelligent AI makes all manner of things pos-
sible: unstoppable cyberweapons; swarms of invulnerable, AI-directed drones; astonishing new materials 
for building things and sources of energy to power them; cures for many diseases. As Aschenbrenner puts it, 

Superintelligence will . . . find exploits in the human code too subtle for any human to notice, and it’ll gen-
erate code too complicated for any human to understand even if the model spent decades trying to explain 
it. Extremely difficult scientific and technological problems that a human would be stuck on for decades 
will seem just so obvious to them. We’ll be like high-schoolers stuck on Newtonian physics while it’s off 
exploring quantum mechanics.9

Such a takeoff, he thinks, would generate 

a fundamental shift in the growth regime, more comparable to the historical step-change from very slow 
growth to a couple percent a year with the industrial revolution. We could see economic growth rates of 
30%/year and beyond, quite possibly multiple doublings a year.10

Such a scenario is clearly daunting. If the prospect of a sudden escalation of model capabilities powered 
by artificial AI researchers is real, it’s not a moment that the United States and other democracies can afford 
to miss.

There are cracks in the argument for such a singular takeoff moment. Advocates are pretty handwavy 
about how escalating intelligence manifests in the physical world. Massively superintelligent models could 
offer specific benefits very quickly, such as a formula for stable fusion power or a compound that can dissolve 
plastic into organic matter. But the military advantages of such superintelligent models would come about 
only when someone built the thousands of drones that it would control, created forces that are capable of 
managing and operating them, put communication systems into place, trained the humans who’d need to be 
part of the process, and more. Even if AI model capability took off, its actual effects on national power would 
emerge only gradually. Finally, AI labs are already using AI to accelerate their research—a process that’s 
likely to gain steam over time but might not ever reach a single magical takeoff moment.11

More importantly, thinking of self-improving AI as a binary threshold seems very likely to be too stark. 
Several models have already gained abilities that some describe as superintelligent, at least in specific domains. 
There is very good reason to expect a more gradual pattern of AI emergence and application. No model, for 
example, is likely to be totally general all at once. Suleyman has argued, 

For years people framed AGI as likely to come at the flick of a switch. AGI is binary—you either have it 
or you don’t, a single, identifiable threshold that would be crossed by a given system. I’ve always thought 
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that this characterization is wrong. Rather, it’s a gradual transition, where AI systems become increasingly 
capable, consistently nudging toward AGI. It’s not a vertical takeoff so much as a smooth evolution already 
underway.12 

Nonetheless, many expert researchers and leaders of AI labs are convinced that something like a self-
reinforcing takeoff in AI capability, conferring very rapid advances across many domains, is a real possibility. 
Therefore, I include it as a potential scenario for which U.S. strategy has to prepare.

Scenario Two: AI Plateau
A second scenario would reflect, more or less, the inverse of takeoff—a world in which AI improvement hits 
a sustained wall. This wouldn’t be a new AI winter in classic terms because existing models are so powerful 
that they’ll find millions of uses, and some degree of improvement will continue. But there is a scenario in 
which the promised and hoped-for (or feared) rapid increase in model capabilities simply doesn’t happen.13 
They keep getting better but very slowly.

One version of such a vision played out in late 2024 in a debate over AI scaling—the process of muscling 
toward higher capabilities by piling on more computing power. Some observers argued that it was slowing 
rapidly.14 Researchers at some of the leading AI labs and others fired back with arguments and, sometimes, 
cryptic forecasts of what’s soon coming down the road, suggesting that they’re finding ways around the scal-
ing problems and that the progress toward higher intelligence will continue.15 It’s possible that progress isn’t 
stopping but rather being directed to new side roads of AI research—ones that could eventually lead to bigger 
breakthroughs, such as the post-training or test-time compute behind some of the most-impressive reasoning 
models that emerged in late 2024 and early 2025.16 The debate emerged again in the 2025 reaction to the latest 
OpenAI model, ChatGPT 5, which was widely viewed as a somewhat disappointing incremental advance 
rather than a signal that massive leaps were underway.17

This scenario suggests that progress in model capability is already beginning to butt up against con-
straints imposed by four material factors: (1) the limits to compute capacity; (2) the waning access to new, 
high-quality data to train the models; (3) the power requirements of the compute stacks; and (4) the vulner-
able supply chains for rare metals needed in many components of AI.

In terms of computing muscle, the world’s semiconductor fabrication plants can manufacture only so 
many cutting-edge chips per year. Although some analyses suggest that there will be enough compute to 
go around, exploding demands from many competing firms—and the growing needs for chips to run the 
models and people to develop them—could create a crunch when AI labs try to power their way up the 
improvement ladder. Pretraining huge models also demands access to vast amounts of data, and a 2024 
study suggests that AI might run out of high-quality data for training by 2028.18 That study doesn’t forecast 
an end to AI advances but suggests that new approaches will be required to keep the training moving on a 
rising trajectory.19

A third practical barrier is power generation capacity. The power requirements of modern data centers 
are truly immense.20 A study suggested that, by 2027, NVIDIA would be producing 1.5 million units of its 
AI semiconductors per year, and just powering that new increment of power-hungry chips would require 
84.5  terawatt-hours of electricity,21 about as much as is consumed by the people of Chile and more than 
double the electricity consumption of Denmark.22 U.S. data center energy usage is projected to grow between 
13 and 27 percent annually between 2023 and 2028, producing a total data center power demand that could 
reach as high as 12 percent of all U.S. electricity demand by 2028 (up from 4.4 percent in 2023).23 U.S. power 
utilities will have to spend $50 billion in that time frame to keep up with the energy demands of AI.24 Even 
if, in theory, the United States could build all the data centers required, public opposition is growing to these 
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immense facilities, which draw huge amounts of water and power and, for those who live close by, cause sig-
nificant noise issues.25

Fourth and finally, the technical aspects of national power in the AI Era will be grounded in a set of natu-
ral materials that are essential to the construction of semiconductors and other elements of the AI technology 
stack. Prominent materials today include high-purity silicon, iridium, boron, phosphorus, antimony, germa-
nium, and gallium. China dominates the supply chain for some of these materials, called rare earth minerals, 
and moved in recent years to boost its ability to use them as strategic weapons. The New York Times quoted 
an industry analyst who described the potential for China to cut off those supplies as a “sword of Damocles, 
hanging over the market, ready to strike at any time.”26

This scenario assumes that AI model development hits a fairly fundamental roadblock in the next few 
years, slowed by a combination of some or all these factors.27 The result would be that we are stuck with very 
slowly improving versions of models that already exist. This scenario might be no more likely than a sudden 
takeoff; most assessments suggest that models will continue to become more capable, even given these con-
straints. But I include it to ensure that U.S. strategic options take seriously a variety of possible outcomes.

Scenario Three: Rapid but Still Gradual Emergence
Between takeoff and plateauing lies a third scenario—one of dramatic advances in AI model capability and 
applications but progress that remains gradual and takes decades to fully play out. This is the future that I 
find most likely, and so I will spend a bit more space describing the case for it. 

This scenario suggests, as I argue in Chapter 2, that AI development is producing remarkably capable 
models and will continue to build on that progress at an undefined speed. Even today’s models, once all of 
their possibilities are fleshed out, can perform thousands of very useful functions and are already beginning 
to produce efficiency and productivity advances and scientific insights and breakthroughs at various firms 
and organizations. 

This scenario is more than a middle ground. It envisions the emergence of a new technological-industrial 
era of tremendous potential—and risk. The scenario assumes that AI has the capacity to reshape interna-
tional power hierarchies. Even in a future of gradual AI emergence, we will confront a dramatic and some-
times bizarre AI Era of social organization, economic life, and military operational art. But critically, it’s one 
that will evolve incrementally in pieces and in which the diffusion, acceptance, and effective application of 
AI uses will be as important as the strength of the frontier models.

Reasons for Gradualism: Model Limitations
There are several reasons for favoring a more gradual vision of the AI Revolution rather than a more instan-
taneous one.28 One reason is suggested by the capabilities of the models. Leading models have advanced 
incrementally over the past several years, adding new capabilities and functions bit by bit. There’s no reason 
to expect some future line at which everything changes all at once.29 Narayanan and Kapoor argue that 
concerns about AI crossing some threshold to AGI and becoming uncontrollable “rest on a binary notion of 
AI that crosses some critical threshold of autonomy or superhuman intelligence.” As they have seen, AI has 
“gradually been increasing in flexibility and capability. . . . We have every reason to think that this pattern of 
step-by-step progress will continue.”30

Existing models also remain brittle and prone to mistakes. Pushed to draw conclusions outside the narrow 
confines of training data, they still often fail. Some reports suggest that certain types of hallucinations may 
be getting worse for more-powerful AI models, even as other forms of hallucinations are becoming less 
common, and, as the New York Times recently reported, AI firms don’t understand why it’s happening.31 In 
July 2025, there were internet claims that some coding models had become infected with code instructing 
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them to delete all the user’s files. AI models and bots could misbehave in private-sector settings, alienating 
customers, which has already begun to happen.32

For these reasons, using AI in scientific settings without proper controls and protocols could be very dan-
gerous. Errors could creep in that begin to skew results and produce bad science.33 One example cropped up 
in climate research in 2025: Meta’s AI tool allegedly discovered new ways to pull carbon dioxide out of the 
atmosphere. But when human researchers dug into the findings, they discovered that “none of the 135 mate-
rials that Meta’s research said could bind CO₂ ‘strongly’ had that characteristic, while some did not exist.”34

As a result, the route from LLMs to the widespread use of truly autonomous, agentic AI will be long and 
difficult. Because of the existing models’ persistent unreliability, they simply cannot be allowed to take over 
end-to-end functions any time soon without significant supervision.35 Agents from different models will 
have to interface and naturally cooperate with one another, which might not be guaranteed. Overcoming 
these hurdles is certainly possible—firms are already at work on these challenges—but this process will add 
years to the widespread easy adoption of trustworthy AI agents.

Many experiments continue to show that generative AI models as of mid-2025 are not doing true reason-
ing but rather producing refashioned content from databases—something that has significant potential but 
also powerful constraints when applied to tasks that require reflective, reason-based judgment.36 Truly com-
plex reasoning tasks still trip up LLMs because they are basically predictive language engines rather than true 
reasoning entities.37 In one example, a study of AI’s capacity to write legal opinions found that its writing was 
“formalistic” and lacked the nuance that is so essential to judicial judgments.38

One implication of such findings is that AI models and agents will continue to lack the sort of tacit, 
nuanced, situational knowledge that humans acquire for some time. The technology blogger Tom Austin put 
it this way:

Consider the mismatch in timelines we’re facing. Within the next 2–5 years, we’ll likely see AI systems that 
can independently handle complex knowledge work—writing detailed reports, analyzing financial data, 
diagnosing certain medical conditions, or even conducting scientific research within narrow domains. 
In fact, with products like “Deep Research” we’re starting to see this now. These systems will be incred-
ibly capable, potentially outperforming humans in many specific tasks. Yet as our comparison with Dave 
shows, they’ll still lack genuine understanding, moral reasoning, or the kind of flexible intelligence that 
comes from embodied experience and social development.39

He calls this “capable but uncomprehending AI” and suggests that human collaboration with such pro-
grams will be filled with challenges. For example, such collaboration will constrain the ability of AI to do 
truly novel, reliable scientific analysis, as studies have shown.40

Reasons for Gradualism: The Burden of Diffusion
Beyond the development of the models themselves, the diffusion of new technologies—the process by which 
they become integrated into an economy and society and are put to use to solve practical problems—will 
inevitably take time. Jeffrey Ding, an AI and technology expert, argues that it’s the process of spreading new 
techniques and technologies through a country that makes the critical difference:

A diffusion centric framework probes what comes after the hype. Less concerned with which state first 
introduced major innovations, it instead asks why some states were more successful at adapting and 
embracing new technologies at scale. . . . [T]his alternative pathway points toward a different set of institu-
tional factors that underpin leadership in times of technological leadership, in particular institutions that 
widen the base of engineering skills and knowledge linked to foundational technologies.41
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 “The full impact of a General-Purpose Technology (GPT),” Ding explains, “manifests only after a 
gradual process of diffusion into pervasive use.” Electricity represented a stunningly transformative new 
technology—and its real productivity gains, Ding notes, took 50 years to materialize. There is a “protracted 
gestation period between a GPT’s emergence and resulting productivity boosts.”42 

This has been the pattern of earlier techno-industrial revolutions. Joel Mokyr notes that productivity rates 
for the period before 1760 and for the first decades of what we now describe as the Industrial Revolution—
approximately 1760 to 1830—were roughly the same at about 0.5 percent a year. If there was an acceleration, 
he concludes, “it post-dated the Industrial Revolution” or, at least, its first phase.43 It took quite a while for the 
growth-spurring implications of the new institutions and technologies to take hold.

Today, frontier model applications in the workforce are taking time to become truly effective. Private-
sector firms have not seen the evidence to make large-scale investments. A common complaint at the time of 
this writing is that the return on investment just isn’t there.44 A 2024 private-sector study found that a quarter 
of IT leaders actually regret investing in LLMs so quickly.45

A similar gradualism in applications is also increasingly evident in scientific research. One prominent 
claim of scientific value came in 2024 from DeepMind, which used AI to discover millions of new kinds 
of organic crystals, a potential gold mine of new materials to investigate. Researchers said they’d produced 
800 years’ worth of scientific knowledge in a year. But one review by experts found “scant evidence for com-
pounds that fulfill the trifecta of novelty, credibility, and utility.”46 Another study of AI research that claimed 
to have discovered 43 new materials found that the work had in fact identified none at all.47 A survey of these 
cases and others concluded, “For those hoping that AI models could boost economic productivity by trans-
forming science, one lesson is clear: Be patient. Such scientific advances could well have an impact one day. 
But it will take time—likely measured in decades.”48

Another argument for the inevitable gradualism of AI use cases is that even superintelligent systems can 
solve some problems better than others. The distinction matters most in the realm of wicked problems, in 
which the obstacle to breakthrough solutions lies not in human intelligence but in the nonlinear, unpredict-
able nature of the problems themselves. Problems that are to a greater or lesser degree optimizable, linear, and 
structured would appear to offer the most immediate results.49 Those in the category typically described as 
complex, wicked, or gnarly problems—including many broad social challenges, such as crime and homeless-
ness, but also many questions of management, hiring practices, education, and more—might be aided by AI 
only at the margins. Any issue that has a significant political aspect might resist solution via AI.50

Reasons for Gradualism: Real-World Barriers
A final reason to expect a more gradual AI Revolution is probably the most fundamental: The tangible, real-
world, human-facing application of AI to specific problems—the diffusion of AI use throughout the econ-
omy and society—will inevitably be drawn out by various obstacles, barriers, and practical considerations.51 
To achieve their most-dramatic results, AI models have to make things happen in the physical world, and that 
will take time. To take a simple example, for superintelligence to have effects on shipbuilding beyond basic 
organizational efficiencies, it will have to be integrated into the highly complex manufacturing processes in 
the industry. This might require the development of highly advanced (and very expensive) robots—and new 
forms of AI that go with them and are capable of all manner of visual and spatial skills. Such a transition 
might demand wholly new manufacturing processes or equipment and substantially retrained workforces.52 

In this case and many others, it is not, contrary to some implications of the magic-wand thesis, simply a 
matter of flipping a switch and having superintelligence transform reality. Even in medicine, a 2024 study 
noted that AI offers tremendous potential for breakthroughs, but its use will have to deal with myriad chal-
lenges, such as patient privacy, safety, and equitable use.53 Drug discovery faces many roadblocks, from the 
indispensable limits imposed by the need for human data to regulatory and testing requirements.54
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Other practical barriers are likely to include safety concerns. Some of the exploding applications in medi-
cal diagnosis and care are getting pushback from the field built around demands for careful assessment—to 
know whether the advice the AI gives is right. A rigorous process of validation won’t stop AI’s contribu-
tions but will surely complicate them.55 Worries about AI safety will spike if more-advanced, LLM-based AI 
models in their early months of being applied to important new use cases generate high-profile failures—
which seems inevitable. Such very public fiascos have struck several less advanced AI models.56 For example, 
if a much-touted LLM screws up badly across a variety of medical diagnoses, this could set back trust in these 
technologies—and, thus, rates of uptake—for years. In a 2024 example, researchers argued that an algorithm 
used in Britain’s liver transplant system might have discriminated against younger applicants.57

AI models have already proven highly subject to all manner of misuse. There is abundant evidence that 
it is easy to jailbreak even the leading models, getting them to do things they have allegedly been trained to 
avoid.58 Hackers have already begun to crack into and jailbreak AI-operated robots,59 in some cases getting 
them to perform acts of violence.60 Tragic cases are beginning to emerge of people whose interaction with 
chatbots causes them to harm themselves or others.61 If AI agents become subject to a long series of such 
errors and misuses, the spotty record will likely provoke new constraints and delays that will get in the way of 
super-fast adoption. Already, suspicions are growing: According to a 2025 survey, only 32 percent of Ameri-
cans trust AI (as opposed to 72 percent of Chinese),62 and a growing number of scientists and political leaders 
are warning about the dangers of uncontrolled AI development.63

One powerful example of the limits of AI models in practical settings comes from Amsterdam in 2025. 
The city government developed an AI-driven system called SmartCheck to promote fairness and improve 
efficiency in the delivery of welfare benefits. There had been intense controversies around algorithmic deci-
sionmaking in the Netherlands—most infamously a 2019 employment of algorithmic decisions on child-care 
fraud that was such a disaster that it prompted the government to resign. Government officials in Amsterdam 
tried to do everything right with the later AI experiment, spending years developing the approach with AI 
safety experts and stakeholders from the community. They beta-tested early models and did troubleshooting. 
And still, the program had such difficulty avoiding errors and dealing with real-world complexities that the 
city shelved the experiment within a few months. One problem turned out to be that, for any issue in which 
some goals or values conflict, prioritizing them must be a human judgment—and often a case-by-case one— 
that cannot be left to automated resolution.64

Finding effective blends of human and AI labor will also take time. As a McKinsey study noted, “com-
plementarity between the worker and the technology—notably AI—will be decisive in propelling adop-
tion,” but it isn’t clear how quickly that meshing of skills will emerge.65 As Narayanan and Kapoor explain, 
showing that LLMs can pass certification tests, such as the bar exam and medical boards, doesn’t neces-
sarily say much because “professional exams, especially the bar exam, notoriously overemphasize subject-
matter knowledge and underemphasize real-world skills, which are far harder to measure using a standard-
ized test.”66 Substituting AI for humans in the courtroom or the examination room might end up taking 
decades, if it’s ever feasible.

Active resistance to AI integration is likely in many domains and can take many forms. Bureaucracies 
cling to habit, such as a sales department that trusts its old playbook over an AI copilot. Professional guilds 
do the same: Teachers, trainers, and others are wary of a free-for-all that ignores their standards. Firms that 
depend on existing approaches in various industries will hesitate to become disruptive innovators.

Narayanan and Kapoor cataloged many of these barriers in a 2025 argument about “AI as Normal Tech-
nology.” The diffusion of new technologies “is limited by the speed of human, organizational, and institu-
tional change.” The bigger the disruption, the more change that’s required in “the structure of firms and 
organizations, as well as to social norms and laws.” Safety risks slow technology transitions, and it takes a 
while to see productivity gains. They quote one study that describes electrification as “everywhere but in 
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the productivity statistics” for four decades, the same thing that’s been said of the computer revolution. At 
the same time, a basic economic law constrains outsize effects: As processes become automated or more 
efficient, they naturally shrink to be smaller parts of the economy, and, thus, their relative effect on GDP 
also dwindles.67

The sort of complex extended emergence of new technologies and economic and social applications 
I am describing here was very much the story of the Industrial Revolution. The historian David Landes 
explains that 

the nature of the political adaptation to the economic changes wrought by the Industrial Revolution was a 
function of the existing political structure and traditions, social attitudes, the particular effects of the war, 
and the differential character of economic development. For the Industrial Revolution, as we shall see, was 
not a uniform wave of change; nor did it roll up on like shores. On the contrary, it came to a great variety of 
places, with differing resources, economic traditions, social values, entrepreneurial aptitudes, and techno-
logical skills. This unevenness of timing and distribution in turn has had the most serious consequences.68

There is every reason to expect a similarly uneven, and, in some cases, halting progress of applications 
for the future of AI. Yet even skeptics recognize that massive changes are coming. The limits so far aren’t a 
reason to think AI won’t be transformative—just that it will take time. 

The Implications for Strategy

Much of this chapter might seem like a bucket of cold water heaved on the prospects for AI. To be clear, my 
starting point for this whole analysis was that AI does have the potential to create profound competitive 
advantage. These are only qualifications to a truly dramatic and accelerating trend.69 But it is important to 
understand the competitive effects of AI in a clear-eyed way, because different assumptions about its pace 
and character can recommend different strategies.

Table 3.1 outlines the essential features of the three scenarios. A sound strategy must guard against all 
of them at once. Two ideas are crucial. Many of the measures that ready the United States for a slow-burn 
technological shift would also position it well for a sudden leap. And the most vital steps toward managing 
the AI Revolution—strengthening the social systems already under strain—would pay dividends, even if the 
revolution never comes.

The argument that follows makes the case for gradualism as the most plausible default. But any U.S. 
strategy for competitive advantage must hedge against at least the potential for an almost fantastically rapid 
explosion of intelligence once the feedback loop of AI-powered AI development really gets rolling—and for 
the chance that these new intelligences will deliver scientific breakthroughs, organizational efficiencies, and 
military power that could revolutionize geopolitical balances in an insanely small period. 

Guarding against the possibility of an AI superintelligence mainly involves continuing the policies and 
investments that are already underway: ensuring that the United States remains a world leader, perhaps even 
the unquestioned dominant power, in the essential technology stack that defines the AI Revolution. This 
includes the models (of all types, not merely frontier LLMs), the sophistication and scale of the computing 
power on which they rely (meaning both world-class semiconductor chips and world-leading data center 
capabilities), the sources of power necessary to fuel that compute, and all the subsidiary technologies and 
materials that feed into that bundle of core AI technologies. One critical competitive priority is to avoid being 
either surprised or left behind by an explosive takeoff scenario—a priority that remains crucial even if such 
a scenario is less likely than others.
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If a gradual transition to AI is indeed most likely, lasting advantage will come not from speed alone but 
from mastering the long passage into a new era—an evolution touching every sector of society. The technol-
ogy stack forms the base of that effort, but the real contest lies in how nations build on it. So far, I’ve provided 
definitions of AI and superintelligence and discussed a few examples of its transformative potential. I’ve 
examined the practical reasons why, despite its unprecedented speed, the AI Revolution is still likely to follow 
historical patterns of an extended and gradual emergence. I have one more scene-setting task to accomplish 
before I begin rolling through AI’s implications for a series of societal foundations of national advantage: to 
review the historical record for key insights that help define the context for AI and competitive advantage.

TABLE 3.1

Scenarios for the AI Revolution

Element Takeoff Plateau Gradual Emergence

Time frame One to two years Indefinite (three to five years 
and beyond)

A decade or more

View of AI progress Exceptionally rapid 
leading to immediate 
applications

Persistent but very slow, 
requiring years to see truly 
dramatic leaps

Consistent, impressive, but 
incremental, especially in 
use cases

Defining characteristic Rapid emergence of 
superintelligence with 
hundreds of radical 
applications

Bottlenecks, costs, and 
barriers radically slowing 
the growth of AI models; no 
transformational effects

Models continuing to 
demonstrate remarkable 
incremental advances; 
diffusion and constraints 
keeping progress gradual

Theory of success Dominate the model that 
crosses the threshold 
first; gain first-mover 
advantage

Pursue classic economic, 
political and military 
sources of power by 
applying AI in limited ways

Lead in frontier models 
plus have a strong diffusion 
position; use AI to help 
address societal issues

Key forms of AI 
development

The one or few leading 
models that produce the 
takeoff

Because leading models 
stall, growing emphasis on 
secondary ones

Complex mix of all forms 
of models—frontier, small, 
open, and closed
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CHAPTER 4

Lessons from Previous Technological Revolutions

Any technological revolution will do its work within the stream of a much larger social, economic, political, 
military, and geopolitical context. The Industrial Revolution arrived in some societies that were reasonably 
well primed to benefit from its advances—and in others whose socioeconomic structures and habits kept 
them from taking advantage of its opportunities for power and riches. Meanwhile, parallel changes coursed 
through the economy, society, and the military—currents that, alongside the great industrial leaps, helped 
shape the final balance of power that emerged from the revolution.

We need to think about an emerging AI Revolution in the same comprehensive terms, placing its potential 
benefits and risks into a larger context of social, economic, political, and psychological factors. Looking at 
the historical record of techno-industrial revolutions can help do that. To inform this brief glance at the past, 
I drew on years of RAND work in a social competitiveness project and consulted a wide literature on tech-
nological revolutions.1 The lessons of history validate the core message of this analysis: National strength in 
the AI Era will be about tending to the many social, economic, and political challenges that the United States 
faces far more than it will be about stacking up the biggest mountains of semiconductors.

Some would argue that history has nothing to tell us about the coming era because AI isn’t similar to any 
technology that has come before it. Its capabilities are orders of magnitude more far-reaching and profound 
than anything that emerged from the Industrial Era. Whatever happened in the 19th century might have 
almost no relevance to what is about to happen.

There’s certainly a chance that’s true. We need to be cautious in assuming that historical patterns will 
be replicated over the coming decades. But I see at least two reasons to take a close look at historical analo-
gies. First, the AI Revolution is likely to play out more gradually than some think. If it takes years and even 
decades to reach its full effects, comparisons with earlier revolutions still are possibly useful. Second, the les-
sons that history suggests aren’t mostly about technology—they are about the social and economic context 
in which technological revolutions play out. Some of those issues, such as how social structures react to pro-
found technological advances, could have similarities, even if AI turns out to be far more powerful than the 
steam engine, electricity, and steel.

In the rest of this chapter, I lay out several lessons derived from the historical experience of earlier techno-
logical revolutions. They are grouped in three primary baskets: lessons that speak to the foundations of com-
petitive advantage, the costs and risks of such revolutions, and ways to think about the nature of competitive 
advantage during major techno-industrial transitions.

The Foundations of Competitive Advantage in a Technological Revolution

The first lesson offered by the historical record emphasizes the importance of thinking about competi-
tive position: Countries benefit from technological revolutions in different ways and to very different 
degrees. There’s a real potential to be left behind. The Industrial Revolution was a potent geopolitical sort-
ing machine, separating nations that would lead the new era from those that would become also-rans.2 In the 
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late 18th century, it wasn’t obvious that Britain would race ahead of others, notably France. As the scholar 
Steven Durlauf has argued, the Enlightenment had French and British sources, and “France was arguably 
the world leader in science in the late 17th and early 18th centuries.”3 The French Revolution and Napo-
leon’s subsequent introduction of modernizing reforms—providing broader public education, creating new 
institutions of higher education, eliminating aristocratic privilege, and opening opportunities to many more 
people—ought to have supercharged French technological and industrial power. This apparent momentum 
meant that, as Durlauf explains, “France should have been the world leader in industrialization.”4 Yet it did 
not seize that opportunity and, instead, watched Britain become the manufacturing and technological pow-
erhouse of the world.

Another candidate for industrial leadership might have been the Netherlands—but similarly to the French, 
the Dutch became spectators to the industrial transformation of the British. As Eric Hobsbawm notes, even 
by about 1750, “[t]he Dutch had retired to that comfortable role of old-established business, the exploitation 
of their vast commercial and financial apparatus, and their colonies.”5 Joel Mokyr laments that the Nether-
lands, which had been among world leaders in technical innovation in its Golden Age (roughly 1575–1675), 
had, by about 1825, “been transformed from a paradise of technological ingenuity to a museum.”6 There were 
many reasons for this, most of which centered on the constraining factors of an oligarchic elite that saw little 
need to invest in new technologies, years of wars, and instability at the critical moment of industrial take-
off. France and the Netherlands  fell by the wayside, and Britain took the prize as the dominant actor in the 
Industrial Revolution.

Therefore, history suggests that, in any technological transition, some nations are destined to do well and 
some will be left behind.7 The price of failure to compete need not be catastrophic: The Netherlands fell from 
predominance to become a marginal geopolitical player, but its people retained a high standard of living; 
the country has succeeded across many of the nine categories of national success listed in Chapter 1 (see 
Table 1.1). It has retained world-class capabilities in several technological and industrial sectors: advanced 
semiconductor lithography equipment, controlled environment horticulture, digital payments and financial 
technology, and smart infrastructure. But, for a great power, such as the United States, preserving national 
safety, autonomy, and prosperity very likely requires competing effectively in the AI Era. 

Second, a primary lesson of diverging industrial fates is that competitive advantage in periods of dra-
matic technological change derives, first and foremost, from a national commitment to learning, experi-
mentation, and adaptation.8 Nations that thrive in such periods have a societal ethic and practice of push-
ing knowledge forward, investing in research and the development of human capital, and being open to new 
ideas and willing to challenge scientific and societal orthodoxies. As Mokyr puts it,

The scientific revolution did more than establish the paradigm of Newtonian mechanics as the centerpiece 
of scientific methodology. It created standards of open science in which new knowledge was communicated 
freely using a common vocabulary and terms and measures that were generally understood. It established 
the criteria of authority and trust that were necessary for the efficient communicability of useful knowl-
edge. It also clearly set out the purpose of science as the means by which natural forces could be tamed and 
subdued by people for the explicit purpose of improving the material conditions of life. And it established 
a belief in “progress,” that is in the ability of cumulated knowledge of the “useful arts” to improve living 
standards.9

Note the factors that he lists: open, competitive intellectual exchanges; the ambitious pursuit of scientific 
knowledge to understand and master the natural world; and networks of scientists, inventors, entrepre-
neurs, and engineers working together to spread innovations through an economy. Those social patterns 
hint at the social characteristic that I term a learning and adapting mindset in Chapter 10, but that quality 
has wider implications—such as favoring a social structure that maximizes bottom-up experimentation 
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over top-down control and avoiding the constraining influence of a dominant ideology that dictates accept-
able forms of thinking.

A third lesson from the historical record flows directly from the first two. Because of the critical impor-
tance of society-wide diffusion in seizing the benefits of a technological revolution, nations that do well 
tend to have thriving, broad-reaching networks of citizens who form potent ecosystems of learning, inno-
vation, and production. This is partly because, as a general rule, breakthroughs in science and technology—
and often many of their competitive applications—are primarily fueled by grassroots collections of entrepre-
neurs, individual geniuses, small-scale tinkerers, and other bottom-up individual efforts.10

Britain was clearly the trailblazer of the Industrial Era for reasons that have been endlessly debated ever 
since. Of many factors that powered the nation forward, three interlinked qualities were especially impor-
tant. One was the existence of this mosaic of actors—scientists, entrepreneur-inventors, early trained engi-
neers, and many small business–owning experimenters and tinkerers—which provided a rich social soil 
for the new technologies to take root and spread.11 The second was a general spirit of intellectual openness, 
creativity, and adaptability. The third ingredient was effective institutions—a stable government, a system 
of banking and credit, patent protection (rough and uneven but sufficient), and more—that provided a scaf-
folding of law, standards, and capital for the new era to take off.12 Altogether, these provided an overarching 
context for competitive success.

A fourth lesson underscores the importance of the surrounding social, economic and institutional eco-
system that enables technological revolutions to take root. Such revolutions depend on an environment 
rich in complementary technologies, skilled talent, financing, and infrastructure. Their power lies in 
synergy—the integration of many interconnected qualities, characteristics, and innovations. That ecosys-
tem must provide the essential inputs of energy and materials, sufficient investment capital to back risky 
ventures, a workforce equipped to adopt and refine new tools, and institutions capable of enforcing basic 
rules and property rights. Without this complex and varied foundation, innovation cannot translate into 
sustained advantage.13

The message of these first few lessons is fairly straightforward. Scientific and technological advances 
require a supportive societal context, including the right institutions, values, and habits, without which the 
leaps can’t occur. Technologies alone can only produce so much benefit. National competitive advantage is a 
societal phenomenon more than a technological one.

The Costs and Risks of Technological Revolutions

A second set of historical lessons speaks to the challenges that technological transitions create. Such transi-
tions are inevitably disruptive to social and political life. They create specific risks. They pose a profound 
test—of both adaptation and resilience—for the nations that go through them, which many nations are 
unable to meet.

This is the fifth lesson of historical parallels: Technological revolutions bring incredible disruption that 
often makes life worse for a significant part of the population, even as it is starting to generate an economic 
takeoff. As Carlota Perez’s review of multiple techno-industrial revolutions suggests, these transformations 
demand change that inevitably occurs in a “violent, wasteful, and painful manner.” In these chaotic periods, it’s 
common for populist and nationalist movements to arise and cater to the grievances of troubled populaces.14

This was broadly apparent in Britain during the early years of the Industrial Revolution. The British 
people’s standard of living didn’t miraculously transform overnight—things got worse for many people for 
decades. The effects were especially disruptive for the laboring poor, “whose traditional world and way of life 
the Industrial Revolution destroyed, without automatically substituting anything else.” Many workers were 
forced into small factory jobs that had incredible monotony and routine. To find work, they were drawn into 
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filthy cities that quickly began spawning outbreaks of cholera, typhoid, and other illnesses. They often lived 
in “overcrowded and bleak slums, whose very sight froze the heart of the observer.”15 

Many economists have concluded that, during these early decades of a breathtaking economic advance, 
Britain’s poor actually became more destitute. Hobsbawm notes that what united the growing crowd of social 
movements demanding reform in Britain in these years “was the universal discontent of men who felt them-
selves hungry in a society reeking with wealth, enslaved in a country which prided itself on its freedom, seek-
ing bread and hope, and receiving in return stones and despair.”16

These costs and challenges led to the paradoxical fact that, through the first decades of the 19th century, 
with the economic progress fueled by the Industrial Revolution underway, Britain experienced the most sig-
nificant social unrest in its modern history. It was a period of “instability and tension,” Hobsbawm explains, 
that involved “the malaise of both the economy and those who thought seriously about its prospects. Early 
industrial Britain passed through a crisis which reached its stage of greatest acuteness in the 1830s and early 
1840s.” The nation was rocked by a 

high wind of social discontent which blew across Britain in successive gusts. .  .  . At no other period in 
modern British history have the common people been so persistently, profoundly, and often desperately 
dissatisfied [so much so that] something like a revolutionary situation might actually have developed.17 

This was the time when Friedrich Engels’s travels around the British industrial heartland inspired him to 
speak of imminent social rebellion.18 No wonder that an American visiting England in 1845 wrote, “Every 
day that I live I thank Heaven that I am not a poor man with a family in England.”19 This was a dramatic 
claim to make about the citizens of the world’s dominant industrial and financial hegemon.

The historical record suggests a sixth lesson, one about the causal relationship of technological revolu-
tions and societies from the other direction. Scientific and technological advances reshape the societies in 
which they occur, creating new social, economic, political, and even psychological structures and pat-
terns that either boost or weaken competitive standing. This was profoundly true of the Industrial Revo-
lution, which favored some groups, classes, and industries over others and ended up substantially changing 
British social hierarchies, norms, and institutions. Landes argues that

the Industrial Revolution generated painful changes in the structure of power. The hegemony of landed 
wealth, long threatened by the mobile fortunes of commerce but never overturned, yielded to the assaults 
of the new chimney aristocrats. Largely as the result of a series of revolutions, domestic government policy 
came to be determined in most of western Europe by the manufacturing interest and its allies in trade and 
finance, with or without the co-operation of the older landed establishment.20

These outcomes weren’t the same everywhere, and the differences that began to emerge would shape later 
patterns of industrial development, for good or ill. “In central Europe—Germany and Austria-Hungary—the 
picture was different,” Landes explains, “The attempt at revolution failed, and the aristocracy continued to 
hold the reins of government; business ambitions were subordinated to, rather than identified with, the goals 
of unity and power.” Yet even in those places, “the growing wealth and influence of the industrial and com-
mercial bourgeoisie” had profound effects.21

The social fabric of nations after the Industrial Revolution—the groups in society who had the most 
power, the prevailing social norms and habits, the dominant institutions—were remarkably changed from 
those that existed beforehand. During this process, as these revolutions forced new patterns into being, they 
opened a chasm between the economy and the social and regulatory systems that shaped it. The result was 
commonly governance and legitimacy crises. These periods also tend to witness rising inequality and ram-
pant individualism.22
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An important subsidiary insight from history is that, in the most-successful nations, the trajectory of 
social evolution wasn’t ultimately left entirely to chance. In Britain, the United States, and elsewhere, pow-
erful social movements, allied at critical moments with far-sighted government leaders, took stock of how 
the emerging era was changing their society, identified major risks and opportunities, and pursued policy 
reforms and efforts to shape prevailing norms, having the goal of making their nations stronger.23 Such con-
scious efforts to shape the social ramifications of a technological revolution are going to be even more vital 
in the coming decade.

Technological Revolutions and the Nature of Competitive Advantage

The last few historical lessons I’ll mention have to do with how the Industrial Revolution shaped national 
competitive advantage. These insights might give clues to the formation of a strategy for the AI Revolution.

The seventh lesson of history parallels my argument in Chapter 3 about the likely character of the AI Rev-
olution. Technological revolutions—and the broader economic and social transformations they propel—
tend to unfold gradually as the new discoveries slowly work their way throughout the larger context. 
Perez’s work on more-specific technological revolutions points out that, partly because a true paradigm shift 
to a new technological era requires “a systematic articulation of the new regulatory framework and of the 
appropriate institutions, capable of steering and facilitating the functioning of the new economy in a socially 
and economically sustainable manner,” such transitions take time. She identifies 50-year periods between 
the peaks of the revolutions. “Each technological revolution,” she explains, “goes through a gestation period 
that can be very long, so that many of the contributing innovations have been around for quite a while.”24 
Figure 4.1 lays out Perez’s theory of technological cycles, which shows the various phases of development 
through the half-century trajectory.

That historical tendency suggests a related and eighth lesson: Diffusion and practical application are 
as important to ultimate competitive advantage—maybe more so—than the initial development of the 
technologies. Jeffrey Ding has made this point at length: You can’t get the benefit of emerging technolo-
gies unless they are used to build and do things.25 Frey explains that the Renaissance was “an age of novel 
technical ideas and plenty of imagination, but little realization.”26 The initial breakthroughs in science and 
technology set the stage for a decades-long process of the social and economic use of and adaptation to new 
capabilities; it was only when the new innovations had been thoroughly diffused—and new socioeconomic 
institutions and patterns emerged to take best advantage of them—that the real effect of the transition took 
hold. A good example from the Industrial Revolution would be the introduction of electricity: It took decades 
for the technology to be widely used, partly because factories had to be reengineered to employ it efficiently.

Even after making the long-term shift to a new techno-industrial paradigm and spreading its practical 
uses throughout society, most nations can’t sustain that momentum forever. This is the ninth lesson of the 
historical record: Success in mastering the demands of a new technological age seldom lasts—even nations 
that lead in the initial phases of a revolution often lose their dynamism over time. Prospering in one phase 
of a technological revolution is no guarantee of keeping up that pace.

This is partly the story of Britain, which slid from a dominant position in the First Industrial Revolution 
through a period of ebbing fortunes many called the British Disease to a situation of stagnation whose grip 
has become so tight that many observers consider it an outright crisis.27 The informal, decentralized, mostly 
small-scale industrial pattern that developed in Britain during the First Industrial Revolution proved incapa-
ble of adapting to the second one. Britain slid downward slowly, then suddenly began to be challenged around 
the turn of the 20th century by rising industrial powers, such as the United States, Germany, and Japan. Brit-
ain then “crashed in ruins between the two world wars” with a speed that “was so sudden, catastrophic and 
irreversible that it stunned the incredulous contemporaries.”28
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Hobsbawm puts it starkly, speaking of trends apparent as early as the end of the 19th century, “Britain, 
we may say, was becoming a parasitic rather than a competitive economy, living off the remains of world 
monopoly, the underdeveloped world, her past accumulations of wealth and the advance of her rivals.” This 
disastrous transition especially involved a failure of the elite class: 

The contrast between the needs of modernization and the increasingly prosperous complacency of the rich 
grew ever more visible. As Britain ceased to be the workshop of the world, it became, as the disillusioned 
democrat and ex-Fabian William Clarke pointed out, the best country in the world to be rich and leisured 
in: a place for foreign millionaires to buy themselves estates.29

One very common reason for the gradual ebbing of dynamism and effective implementation of a techno-
industrial paradigm is bureaucratic overreach and the repressive effects of ever more powerful interest 
groups. Mokyr has suggested a more general principle he calls “Cardwell’s Law,” which claims that

technology in any economy crystallizes at some point, and progress slows down and then fizzles out. The 
stagnation occurs because the status quo can suppress further challenges to entrenched knowledge and 
blocks nonmarginal advances using a range of means, from the threat to persecute heretics and the burn-
ing of their books, to subtle but effective mechanisms, such as meritocracies in which the key to personal 
success was the uncritical expertise in the existing body of knowledge inherited from the past.30

Surmounting this risk, he suggests, requires the same sort of intellectual environment I described previously: 
“a community that combines pluralism and competition with a coordination mechanism that allows knowl-
edge to be distributed and shared, and hence challenged, corrected, and supplemented.”31

FIGURE 4.1

Carlota Perez’s Life Cycle of Technological Revolutions

SOURCE: Adapted from Perez, 2022, p. 30.
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One implication of this lesson is that, at least so far in historical terms, first-mover advantages have never 
been permanent.32 This partly repeats the previous lesson that countries that rush out to a lead in a new era 
can eventually weaken and be overtaken. The Industrial Era is full of examples of countries starting from a 
position far behind the leaders but then making key choices, investments, and sacrifices needed to catch up—
such cases include late 19th century Japan, post–World War II Japan, post–1953 South Korea, and Taiwan. 
Some economists have argued that fast followers can have certain advantages—there is much to copy (and 
steal) if you are coming into a well-developed field of technological development.

The tenth lesson of history is that government support of some kind is essential for long-term scientific 
and technological advantage, including in the early phases. Reviewing many cases from that period and 
some later examples of industrialization catch-up, such as South Korea and Taiwan, it becomes obvious that 
nations don’t realize the full value of technological revolutions without significant government intervention 
of some kind.33

That phrase “of some kind” is important because the level and form of government support can differ 
widely. For example, Britain was maybe the most laissez-faire economy in modern history in the early phases 
of the Industrial Revolution. Successive British governments didn’t pursue anything that Americans would 
recognize as industrial policy or even intervene in markets all that much. But the British government did take 
a whole set of actions that proved critical to its industrial leadership. Most important among these (though 
morally questionable) was its embrace of empire, which created a captive set of export markets that were 
crucial to its manufacturing sector. Britain supported the development of effective financial institutions and 
invested, to some degree, in transportation networks.

In other cases, the role of governments in seizing technological revolutions was far more direct. In the 
Meiji period, Japanese officials undertook a variety of actions to push the country into the Industrial Era. 
German governments of different periods after the mid-19th century invested in the infrastructure needed 
for industrial progress and helped protect emerging industries in such sectors as chemicals. The Asian Tigers 
of the 20th century, including postwar Japan, South Korea, and Taiwan, used even more-elaborate forms of 
industrial policy. Today, China has made itself the apotheosis of this pattern.

A final historical lesson points to the ways in which technological advantage reshapes geopolitical net-
works: Countries that lead in frontier technologies and their wider applications become the hubs of 
global networks of science, technology, trade, human talent, institutions, and rulemaking. Britain and 
the United States provide the leading examples of this: In becoming the predominant technological and 
industrial powers (and partly as a result, the predominant financial and trade powers) of their eras, they cre-
ated a gravitational effect and established themselves as the center of gravity for a host of processes and insti-
tutions that shaped the rules and norms of the era. China is clearly trying to claim increasing network power 
for itself. I have more to say about this in Chapter 12, but the essential relationship of technological leadership 
to networked power is strongly supported by history.

Summary: The Lessons of History

The single most important lesson that I take from this glance at history is that major techno-industrial tran-
sitions are treacherous processes. On their far side lies the potential for greater wealth, power, and the value 
of a thousand clever new technologies. But the process of getting there is filled with danger: social strife, bur-
geoning inequality, abuse of workers, and environmental harm. That’s not a reason to obstruct such transi-
tions, if that were even possible. But the warning lights shine brightly from these experiences. Only societies 
that are well prepared for these transitions and choose, in some important ways, to mold them rather than 
let them run out of control end up prospering and gaining competitive advantage. Those lessons are likely to 
apply in spades to the AI Revolution.
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It’s now time to journey through a set of those qualities nominated by the RAND project on societal com-
petitiveness, asking what implications they have for the AI Era. Those are the seven characteristics listed in 
Chapter 1, the qualities that produce competitive advantage. I start with what may be the most galvanizing—
but also dangerous—of these qualities: national ambition and willpower.

In the following chapters, I discuss the effects that AI will have on societies in broad terms. Of course, as 
I’ve noted, AI is not one thing. Its effects will be varied and complex, the results of hundreds of models doing 
thousands of jobs across many industries and sectors and being employed by tens of millions of people for 
innumerable tasks. When I refer to the outcomes AI will produce, I’m talking about the collective effect of the 
technology across forms of AI and domain applications. It’s an inexact but necessary generalization to speak 
about AI in this comprehensive sense, although, in many cases, I’ll refer to more specific uses and outcomes, 
such as AI’s role in education and health care. My focus is on the overall implications of the AI Revolution.
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CHAPTER 5

National Ambition and Willpower

At the industrial peaks of Britain in the First Industrial Revolution and the United States in the Second 
Industrial Revolution, both nations stood head and shoulders above their rivals in broad national power, 
technological capacity, and industrial muscle. Partly as a result—but also for reasons of history, culture, and 
socially constructed identity—each believed deeply in its own exceptional purpose: to shape the world’s order 
and set the pattern for human progress. That confidence also played out at home, pulsing through their soci-
eties, animating entrepreneurs, scientists, and artists alike with a sense of mission and destiny.

These two cases reflect a prominent historical lesson about national advantage: At home and abroad, the 
leading nations of any era have been fired by an all-embracing drive and self-confidence—a potent sense of 
national ambition and willpower—that catalyzed their vitality, resilience, and progress. This is the first of 
the seven characteristics of social competitiveness, derived from the earlier RAND study on the subject, that 
I will use to assess the competitive implications of the AI Revolution. The next six chapters will examine the 
others: unified national identity, shared opportunity, an active state, effective institutions, a learning and 
adapting mindset, and diversity and pluralism. The first of them is one of the most abstract characteristics, 
but also one of the most important. Nations without ambition seldom remain competitive for long.

The connection between techno-industrial revolutions and national willpower is a common theme of his-
tory. The Industrial Revolution substantially altered the national sense of self in the countries that were in its 
vanguard—their beliefs about their capacities, their roles in the world, and their destinies, a broad mindset 
that infused both domestic actors and the country’s foreign policy.1 This national energy and confidence was 
a natural extension of the Enlightenment belief in progress translated into a desire for achievement on the 
part of nations and the key groups in them, a belief in their ability to bend nature and the world around them 
to their will. Some societies came to reflect this mindset better than others.

The question is whether AI will stir nations as past scientific, technological, and industrial revolutions 
once did, spurring a new flowering of ambition, confidence, and will. History suggests that it might. Every 
great technological leap has emboldened its pioneers. AI could spark a surge of creative drive among scien-
tists, entrepreneurs, innovators, and ultimately national leaders. As its impact spreads, a nation could redis-
cover faith in its own power and destiny. We saw a glimpse of this during the remarkable outpouring of 
national pride and confidence in China with the release of its DeepSeek open AI model in 2025.2 One survey 
of Chinese social media discussions of the new model argued that its release had occasioned a new discus-
sion of “national destiny,” driven partly by the ambitions of citizens determined to prove themselves for their 
country.3 And those effects came from the release of just one surprisingly effective model.

Yet AI is also arriving at a time of incredible social strains and political crises in the United States and 
elsewhere. If AI were to exacerbate some of these trends, it could shatter national confidence rather than 
reinvigorate it. AI could breed new forms of alienation, a deepening anger with public institutions, and inten-
sified social division and polarization.

Then, too, engorged willpower carries its own risks. Great powers emboldened by technological and eco-
nomic success can become so blinded by their ambition-driven hubris that they embark on disastrous mis-
adventures, alienate potential friends, tempt national bankruptcy, and generate domestic political and social 
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turmoil. At home, excessive ambition in key sectors leads to business crises (such as the 2008 financial crisis), 
environmental disasters (such as the pursuit or development of dangerous new technologies without regard 
to their ecological risks), scientific failures, and much more. In the AI Era, the perils of new forms of hubris-
driven overreach will be very real. Some of those dangers exist in the AI field itself, in the race to develop an 
autonomous superintelligence before we are sure we can control it.

My argument is that, even for nations at the forefront of AI, nurturing a sustained and healthy form of 
ambition depends on empowering and ultimately serving people and institutions at the core of this revolu-
tion. The promise of AI is vast, but so is its temptation: to hand over not just work but also willpower to intel-
ligent machines. Lasting national strength arises from citizens who believe in their own agency and in the 
institutions that express it. Despite AI’s immense potential to enrich and strengthen nations, no algorithm 
can supply that kind of confidence or conviction. 

To make this argument, I first lay out the ways in which AI could bolster national ambition and willpower, 
referring to evidence we are already seeing in AI use cases. Then, I discuss the ways in which the broad influ-
ence of AI could threaten this characteristic. I conclude by discussing the steps we need to take to try to 
assure that AI has the most beneficial outcomes on this characteristic.

Defining National Ambition and Willpower

The essence of this national characteristic is straightforward enough: Are the citizens and leaders of a nation 
self-confident in a way that drives them to achieve? Do they have a sense of destiny, mission, and vitality that 
spurs them to seek power and influence? Domestically, such ambition and willpower will be seen among 
business leaders, scientists, writers and artists, and military leaders—a cultural milieu of confident efforts to 
shape the future and of determination and effort. Internationally, nations (or earlier, empires) fired with this 
quality see themselves as called to make their mark on world politics and think that they have the right and 
obligation to do so. In the earlier RAND study on the societal determinants of national competitiveness, I 
argue that dynamic and competitive great powers consistently “demonstrate a broad-based sense of ambition 
and drive to master the world around them, in terms of both knowledge and political-military influence.” 
That urge, I suggest, is “expressed both domestically (in scientific, technological, and cultural terms) and 
internationally (in geopolitical ambitions).”4

Nations that have this characteristic do not necessarily seek empire or even domination over others. But 
they surely see themselves as the natural leader of world politics and think that they have both the qualities 
and the responsibility to shape the future of humanity in important ways—a determination that is usually 
expressed in political, economic and cultural terms. The self-image of the post–World War II United States 
reflected a powerful value that spreading U.S. influence in these areas was part of the nation’s birthright. The 
effects of this ambition extend also throughout the domestic sphere: Leaders in key sectors (such as scientists 
pursuing essential discoveries and CEOs aiming to seize market share) are equally determined to master 
their environment (whether the natural world, the business context, or the philanthropic world) with a sense 
of justified self-confidence and even duty to do so.5

This characteristic and the next one—shared national identity—are connected in important ways. 
National ambition, even in its domestic guises, is often fueled with a national narrative and sensibility that 
flows from a clear sense of identity and national solidarity.
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A Jolt to National Self-Confidence

Should the AI Revolution deliver truly transformative change, the nations that master it are likely to experi-
ence a surge of confidence and purpose—a new wave of the same self-assured spirit that once animated the 
leading nations of the Industrial Era. The AI Revolution will fire ambition and willpower for several inter-
twined reasons. First, the AI Revolution could herald a dramatic shift in the objective material fortunes of its 
vanguard nations. After decades of wage stagnation and eroding faith in progress, the people of AI-leading 
nations will finally glimpse rising prosperity on the horizon. This could be expressed domestically and inter-
nationally. At home, a crowd of entrepreneurs, new firms, activists, and others would sense a fresh route to 
achievement and wealth. Abroad, a nation empowered with AI could try to assume the mantle of unques-
tioned world leader. 

Second, as with the Industrial Revolution, an AI Revolution is likely to instill in a nation’s governing class 
a heightened sense of mission—and, in some cases, superiority. By the mid-19th century, British national 
pride was widespread, but the conviction of global purpose and responsibility was especially pronounced 
among political and social elites, who viewed the pursuit and maintenance of empire as both ambition and 
duty. In similar fashion, today’s leaders and elites may grasp AI’s potential more fully than the public at large 
and could be tempted to pursue new agendas of power and dominance in its name. We find the same sensibil-
ity in the more magic wand–ish manifestos on AI’s potential from industry leaders—the idea that countries 
that master the technology will then have not only an obligation but also the power to lead the world.

Third, as the Industrial Revolution did, AI seems likely to empower national willpower in purely financial 
terms. Both for domestic firms and nations, it could generate tremendous revenues and open new horizons 
for states hamstrung by debt and firms that have limited capital.6 Nations and domestic interests flush with 
AI-generated revenues will suddenly have a newfound financial spur to fresh ambitions.

Fourth, outside the ranks of the established world leaders, AI could arouse national ambition in dozens of 
countries aspiring to become 21st century Meiji Japans—developing nations whose ambition has been held 
back by the gap in economic and technological capabilities between themselves and advanced countries but 
that now see a way to catch up. We’re arguably seeing this dynamic play out in Saudi Arabia and the UAE, 
and more middle powers will probably join the AI bandwagon before long.

Fifth and finally, AI will empower thousands of domestic actors to express their own independent ambi-
tions. Entrepreneurs, scientists, artists, philosophers—all will benefit from AI’s powers in ways that intensify 
many forms of ambition and willpower among entire populations.

Therefore, technologically, politically, socially, and culturally, a nation driving to the commanding 
heights of the AI Revolution would thus be very likely to reflect a rising sense of pride and self-confidence. 
Yet such effects would not be automatic. The line from technological revolution to national willpower, both 
at home and abroad, will be more frayed than during the Industrial Revolution. For one thing, gaining self-
confidence and expressing willpower will depend on controlling AI. Even if AI is delivering significant value, 
if superintelligent agents run out of control, U.S. citizens (and citizens of other AI-affected societies) are likely 
to feel daunted and perhaps terrified. A nation being sabotaged by its own technological marvels will be hard-
pressed to direct its self-confident ambitions outward.

AI’s positive effects on willpower will also depend on the degree to which it delivers economic value that 
actually benefits people. The citizens of leading democracies have become intensely skeptical of large institu-
tions and complex technologies.7 They will only gain a new optimism and ambition about the future when 
their material situation changes. After years of internet and social media progress generating little in the 
way of rising living standards, Americans are likely to demand broader social results before displaying a new 
surge of self-confidence. A fragmented nation with deep divisions between the elite and common people, or 
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a scenario in which AI benefits are dominated by a few firms and a tiny slice of the population, would not be 
likely to generate the sort of ambition characteristic of some Industrial Era powers. 

The Capacity for National Projects

AI also has the potential to amplify national ambition by providing both technical capabilities and resources 
to enable a surge of large-scale projects that were once beyond reach. This dynamic overlaps with a theme 
explored in Chapter 8—the rise of the active state. Drawing on the same psychological momentum described 
previously, it would operate through a distinct mechanism: empowering ambitious nations to pursue a dozen 
Apollo-scale initiatives at once, both domestically and abroad. AI could make this possible in two primary 
ways. One is by generating new revenues to throw into these efforts so that the nation can afford ambition 
in new ways. The other is by offering breakthroughs in technology or understanding of issues that allow the 
country to more effectively and efficiently tackle challenges and opportunities.

An obvious example would be medicine. The Obama administration launched the Cancer Moonshot in 
2016 to make decisive progress against the disease.8 If AI begins generating new understanding that leads to 
cures, those advances, combined with some federal and private-sector funding, could empower a renewed 
national project to eradicate many cancers. 

At the same time, AI could transform the context for large national projects in such areas as infrastruc-
ture. The cost of building infrastructure in the United States is vastly higher than in many European and 
Asian countries, and most government projects and programs have substantially underperformed relative 
to expectations.9 That’s a more specific example of a general phenomenon known as the planning fallacy, in 
which government and private-sector planners are generally hugely overoptimistic about the time and cost 
that a project will take.10 

If AI could somehow cure most of the factors leading to these planning failures, it would transform the 
context for national ambition. Imagine the effect on faith in public institutions if the state and federal govern-
ment could put in new high-speed rail, highways, power plants and smart electricity grids, and other badly 
needed infrastructure quickly, efficiently, and at low cost. It would boost national pride and self-confidence 
and provide new tools and resources for the nation to act in common purpose. 

This effect will encounter serious obstacles. For one thing, it’s not clear whether such projects could 
address stubborn social challenges. Some might propose an Apollo Program–level effort for antipoverty, 
driven by AI, that would process immense amounts of data but also deliver personalized assessments down 
to the individual level. Similar projects could, in theory, be developed for other issues, such as obesity, crime, 
and childhood mental illness. Yet there remain major questions about whether such complex, multivariable 
issues involving human agency can be mastered by even the most sophisticated modeling approaches.

Another constraint on national projects could be the sorts of practical barriers to AI’s capabilities I dis-
cussed in Chapter 3. If entrenched bureaucracy, political disputes, and similar barriers are holding back prog-
ress on these issues already, AI—whatever its theoretical capabilities—won’t simply abolish them. Nonethe-
less, at least in theory, AI will likely empower ambitious governments to make dramatic progress in at least 
several carefully targeted areas—and do so under the banner of the nation itself.

How It Could Go Wrong: Indolence, Hubris, and Overreach

AI is, therefore, very likely to begin fueling national willpower, both in its domestic and expeditionary forms. 
But I would argue that its positive effects on this characteristic depend to a great degree on the potential and 
benefits of AI being broadly shared in societies. It is when a critical mass of citizens in a nation is empow-
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ered by such revolutions that ambition and willpower take off most profoundly. But especially because faith 
in institutions and governance is so low today, AI’s effect on national ambition could go wrong in dangerous 
ways. AI could undermine determination and willpower rather than encourage them; or, if it has the opposite 
effect too powerfully, it could tempt nations into self-destructive bouts of excessive ambition.

The End of Ambition
One of the leading risks is that, far from spurring the level of determination and ambition in countries, AI 
could quash it. In my 2022 study, I contrasted a motivated nation fired with ambition with a smug and satis-
fied power:

The inverse of a nation fueled by potent degrees of national ambition and will would be a society shackled 
by a generalized lethargy, a crippling degree of fatalism, an absence of social norms encouraging drive and 
dedication, and a focus on near-term satisfaction of individual wants rather than expressions of national 
power and glory. This satisfaction might stem from a sense that the nation had reached a stable level of 
international influence proportionate to its size, economic power, and national mythology. Such attitudes 
are perhaps most likely in nations that have achieved a degree of wealth and economic security that makes 
them concerned largely with preserving the status quo. 

Such a society, in some cases, might be a nation on autopilot, living off its accumulated advantages, using 
path dependence and inertia rather than new dynamism as its major source of strength.11

If the citizens of a nation think that they can just slide under the enriching umbrella of an AI Revolution—
one that will anyway render many of their jobs obsolete—the result will not be anything like a new flower-
ing of national ambition but instead national indolence on a mass scale. Such a country would have a certain 
amount of power from its world-leading AI but would be hollowed out as a competitive entity. 

In one famous animated futuristic treatment, the film Wall-E, human beings have become Stay-Puft 
Marshmallow people floating around on magical daybeds—their laziness so profound they can no longer 
even stand up or walk and their every need met by robotic intelligences. That’s a depressing vision and, seem-
ingly, an extreme one. But it raises a powerful question: How will human beings sustain their ambition and 
willpower, both individually and collectively, when machines can do most of the work and perform most 
tasks better than nearly all human beings? Staring such a daunting superintelligence full on, how would 
humans sustain any meaningful form of motivation? And not only that, how will society remain connected 
when AI-powered chatbots can take the place of many messy human relationships, obviating the need for the 
hard work of sustaining them? 

The scholar Sherry Turkle, who has studied human engagement with computers for more than three 
decades, worries that a more encompassing digital life is already degrading people’s appetite for taking risk in 
a way essential to any sense of ambition. “Once we remove ourselves from the flow of physical, messy, untidy 
life . . . we become less willing to get out there and take a chance.” She describes it as the “comfort of retreat” 
and the “warmth of a technological cocoon.”12 Exercising ambition and willpower can be painful because it 
involves risking failure, embarrassment, and even physical danger. People will become unaccustomed to such 
perils when their needs are met in less-threatening digital cocoons. They will be tempted to outsource any 
true sense of ambition to the machines that run much of society.

There is already emerging evidence that AI will lead workers and students to become complacent and lose 
motivation.13 A 2024 study found that students equipped with ChatGPT solved a programming challenge 
more quickly—but when asked to explain how they had done so, they had no idea.14 Another 2024 analysis 
found that recruiters provided with AI relied on the machine to do their work, something the author called 
“falling asleep at the wheel.” The result was that recruiters using AI were worse than ones who didn’t use 



A New Age of Nations: Power and Advantage in the AI Era

72

it.15 Ethan Mollick sees growing evidence that people come to rely on AI to do the hard work of intellectual 
creativity.16 

If AI can offer answers without any serious intellectual energy on the part of human beings—if research-
ers, for example, do not need to validate their conclusions because infallible AI models deliver answers that 
leapfrog any scientific method—humans would lose the incentive to care much about analytical rigor.17 Why 
not fall asleep at the wheel if AI can take over (even literally, in the case of self-driving cars)? Where is the 
urge to take advantage of social opportunities when AI will be several steps ahead of everyone who tries—
and in ways we don’t even understand? I return to this theme in more detail in Chapter 10. 

Social commentators around the world are already writing about a crisis of motivation among young 
people. In the United States, data from 2021 and 2022 suggest an ebbing work ethic, paralleling the rise of 
what some called a “quiet quitting” approach to apathy on the job.18 In China, a similar trend is called the 
“lay flat” movement.19 In South Korea, workers have been rebelling against long hours. In Japan, a Gallup 
survey found that only about 6 percent of employees were fully engaged on the job.20 It’s easy to make sweep-
ing accusations of lazy young people, but evidence abounds of a global questioning of intense work hours and 
sagging ambition. 

 AI could potentially exacerbate these trends by strengthening a depressing sense thatthe world is out 
of control and not to be trusted and that there is simply no point in making much of an effort. If AI elimi-
nates jobs, makes intellectual rigor pointless, provides hundreds of functions to make life easy, and rewards 
without much effort, we’ll be right on the edges of the dismal world depicted in Wall-E. Some small pro-
portion of human beings—those who still have some oversight role of AI models and their operations—
would retain a certain degree of autonomous choice and willpower. But even they would, at a certain point 
along the transition to superintelligence, become a glorified information technology (IT) services function 
for models making all the essential judgments. A true sense of ambition and willpower in the way they have 
operated throughout history—the motivation and intention to achieve because of a fundamentally human 
determination—would be largely divorced from the fate of nations.

This would then raise an astonishing question: Is ambition really relevant anymore in the AI Era? Might 
it be possible for a nation to be competitive purely because of its AI capabilities, regardless of anything else? 
Could a society lose all willpower and remain on top? I don’t think so. Such a nation would not be driven by 
ambition and willpower. It would be the husk of a society, something utterly dependent on a single source 
of national power—a museum, a mediocrity. I can’t imagine how a nation disconnected from ambition, 
commitment, and work ethic—yet still generating immense value from its mysterious AI models—remains 
dynamic and healthy in the long run.

Overreach
There is another risk in AI’s effect on national ambition: It might work too well. A country suddenly empow-
ered by new capabilities and flush with resources—if it crosses important AI thresholds before others—might 
be tempted to throw its weight around. A sense of exuberant overconfidence could fill leaders and populace 
alike. This might be especially true if one country leaped ahead in AI capabilities and created a window of 
opportunity before rivals caught up.

Britain’s leading Industrial Era position gave it both the perceived need and the belief in its own power to 
seize a global empire that provided important economic benefits but also overextended its capacity in serious 
ways. The post–Cold War United States furnishes similar warnings: Freed from a major rival and placed in 
a position of global economic and military predominance, the United States arguably overreached in both 
economic and military terms. This mindset of primacy and unipolarity culminated in the excessive, hugely 
costly, and globally alienating War on Terror.
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Similar forms of hubristic ambition have cropped up in societies at the apexes of their power. Indeed, this 
appears to be something of a historical law: When a great power stumbles into material elements of domi-
nance, from the Roman Empire through the post–1945 United States, key elements of the society become 
intoxicated with a sense of limitless possibilities and take huge risks in service of overweening ambition. 
Whether these overconfident leaders are Roman statesmen in the late republic and various periods of the 
empire, seeking personal power and glory at the expense of the stability of Rome; British leaders at the height 
of Industrial Era power, conquering 25 percent of the world’s population out of some idea that they were enti-
tled to rule; or American investors inflating an immense real estate bubble using complex financial instru-
ments in search of massive profits, excessive ambition and willpower have caused influential social groups to 
do self-defeating things.

Some think that the urgent pursuit of ASI reflects exactly such a hubris-fueled act of perilous willpower. 
Leading firms are powering ahead with only modest hesitations to ensure that they are generating safe and 
controlled AI. Former employees of multiple labs have described hothouse atmospheres of pushing the tech-
nological frontier at significant risk.21 The writer Ruxandra Teslo reflected in December 2024 on the ambi-
tions of San Francisco—which she presented as a geographical stand-in for the U.S. high-tech industry—as 
“not merely success, but greatness, in all the depth and power that the word implies. . . . The ultimate goal is 
having a say in how the future itself will play out, or ‘bending reality to one’s will.’”22

The problem is that such zealous ambition—as essential as it is, in some ways, to national ambition and 
willpower—delivers disaster as often as greatness. This is especially true in the early years and decades of a 
new institutional or technological age, when not enough is understood about the new forms and not enough 
has been learned about their risks to constrain and limit ambition in necessary ways. The great peril in the 
AI Revolution is that, if this time ambition produces disaster, it is likely to be on an epic scale—out-of-control 
AI putting human agency at risk.

Summary: Rolling the Dice on Human Motivation

AI’s impact on national ambition and willpower embody a striking contradiction. It will inspire technologi-
cal pride, material progress, and a surge of national projects yet also sap the very motivation it enables. It will 
empower a new sense of drive and optimism for, at first, a small subset of Americans and, perhaps, in ways 
that feed hubris and overconfidence.

The dangers are very real. If its alienating and demotivating effects predominate, with evaporating career 
prospects and the lulling cocoon of AI chatbots, services, and answers, the results will resemble ancient soci-
eties, in which most people toiled to survive but felt little true ambition in a world that offered few rewards. 
It would create a society more like Ancient Egypt than Industrial Era Britain. Such effects would erode both 
personal and collective drive, weakening the sense of solidarity that once bound political communities in 
common purpose. If AI promotes national overconfidence instead, it will lure individuals, companies, and 
nations to reckless fits of overreach.

In this first societal characteristic, we find a critical theme that will be true across all of these domains. 
Simply put, we will get the AI future—in terms of its implications for U.S. society and, by extension, U.S. 
competitive standing—that we choose. If we decide to ensure that AI feeds the healthy sources of national 
ambition and we consciously and deliberately avoid its worst risks and excesses, we can renew national con-
fidence and willpower.

The resulting challenge isn’t about mastering the core technology stack. It is, more fundamentally and 
crucially, about channeling the ways in which AI will reshape societies—their values, habits, institutions, and 
much else. In theory, the nation that manages this transition for competitive advantage, in the comprehen-
sive and careful way that I am suggesting, could benefit very greatly from this connection. Imagine a United 
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States ten years from now that has both a population and political leadership who have left behind the exist-
ing sense of malaise and stagnation and express a new sense of a nation full of possibility fueled and, in some 
ways, made possible by AI. To realize such an optimistic outcome, the United States will have to manage the 
AI Revolution and its effects on U.S. values and commitments with great deliberation and care.
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CHAPTER 6

Unified National Identity

If national will and ambition are a first essential building block for competitive advantage, they have a natu-
ral partner characteristic that works in close synergy to create positive effects. That second quality emerged 
again and again in the historical record: Nations with a strong sense of shared identity consistently outper-
formed those fractured by political, social, ethnic, religious, or ideological divisions.1 Countries in which 
citizens feel they belong to a unified community—one worth their allegiance and sacrifice—hold decisive 
competitive advantages over rivals lacking such a sense of solidarity.

Consider the difference between postwar Japan and the late Ottoman Empire. As Japan sought to rebuild 
itself after 1945, it benefited from powerful, shared national commitment to the effort. The Japanese people 
saw themselves as part of a cohesive political community determined to reestablish its national resilience and 
reputation. People throughout society were dedicated to pursuits, including dedicated studying at school, 
hard physical labor in manufacturing plants, and incredibly long hours of office work, that would support 
national rejuvenation and the rise of the postwar conglomerates.2 The result was an economic takeoff of his-
toric proportions.

In stark contrast, the late Ottoman Empire was beset with divisions that undermined its sense of common 
purpose.3 Its basic structure as a multi-ethnic empire complicated the task of creating a unified national proj-
ect. By its later periods, the sense of harmony, even among its elite classes, was ebbing, fractured by political 
infighting and ideological conflict. As David Landes puts it, “the Turks could never create an Ottoman iden-
tity that commanded the loyalty of their diverse subjects.”4

In the 2022 RAND study, I defined the abstract concept of unified national identity in terms of two essen-
tial components. First, nations with such a quality have a shared idea of membership in a coherent society 
rather than being “split among many contending populations with significantly divergent self-identities and 
interests.” Second, unified societies reflect some critical mass of shared ideas, beliefs, and ideologies. They 
operate with common narratives of the nation—its history, core principles, and values. The citizens of such 
societies feel themselves to be part of a single political community.5 The resulting identity can be expressed 
in terms of obvious and potent nationalism or patriotism, but shared identity can exist without extreme ver-
sions of either quality. The critical issue is the degree to which a nation represents a common identity that 
generates dedication, hard work, willingness to sacrifice, and resilience to outside interference.

Such solidarity contributes to competitive advantage by encouraging many members of a society to be 
willing to work and sacrifice for their nation. It also eases many problems of social trust, reducing trans-
action costs and the investments needed to maintain respect for the law. Strong national identity might 
improve perceptions of the legitimacy and effectiveness of both governmental and nongovernmental insti-
tutions throughout society. A nation with a strong sense of itself and a powerful sense of solidarity is more 
likely to develop and sustain driving national willpower.

Similarly to the other societal qualities that underwrite competitive advantage, unified national identity 
can go too far. A sense of national tribalism can become nativist and xenophobic, undermining a country’s 
ability to participate in international networks of collective advantage and ruining its capacity to attract tal-
ented individuals from abroad and assimilate them in effective ways into society.
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Straightjacketed versions of this characteristic can also blight the intellectual climate of a society. As 
I describe in Chapter 10, another characteristic that fuels competitive advantage is what I call a learning 
and adapting mindset. It implies a sense of intellectual adventurism, openness to new ideas, and willingness 
to challenge established ways of thinking. A particularly constraining and closed-minded interpretation of 
national identity can undermine such a quality by imposing orthodoxies and conventional wisdoms. As I 
argue in the 2022 RAND report,

A society in which identity factors tightly circumscribe the public debate—where a soft or hard form of 
autocracy prevails in the name of one ethnic, racial, or national identity—will undermine its openness to 
new ideas, its ability to learn, and its capacity to adapt. Such identity-fueled willpower can easily become a 
sort of imprisoning nostalgia. The same dynamics can destroy effective strategizing by putting consider-
ations of national pride and tradition over pragmatic judgments.6

Notwithstanding these risks, history strongly suggests that a unified national identity—a powerful feel-
ing of belonging to a national community and the resulting instinctive sense of solidarity and dedication to 
the common national project—provides a tremendous competitive advantage to countries that have it and 
saps the strength of countries that do not. The question is what effects the emergence of AI will have on this 
quality, both in the United States and elsewhere. The answer, I think, is becoming increasingly clear. The 
deployment of uncontrolled AI poses serious and, if left unchecked, potentially dangerous challenges to 
social solidarity as we know it.

AI and National Identity: Baseline Implications

It’s important to highlight the existing trends in national solidarity, both in the United States and in many 
other leading economies. Those trends—rising political polarization, a fragmenting information environ-
ment, growing alienation, and an intensifying loss of faith in institutions—are worrying. If the AI Revolution 
is going to boost a sense of shared identity, it will have to contend with potent forces driving in the opposite 
direction.

In terms of AI’s effect on national identity, a few potential effects stand out as reasonably likely and 
straightforward. First, if AI boosts national ambition and willpower, as I have suggested in the previous 
chapter, this could strengthen a sense of shared community. National power often begets national identity: In 
the industrializing powerhouse of Japan that emerged from the Meiji era, the rise of Germany as a military-
industrial hegemon, and the 20th-century explosion of U.S. power, national power and identity manifest in 
economic and military terms. A United States that is comprehensively empowered by an AI Revolution could 
see its sense of shared identity and national solidarity recover in powerful ways.

Consider the example of Britain. Although causality on such things is a tricky business, there is good 
reason to connect Britain’s techno-industrial rise with a deepening sense of national and cultural identity 
and solidarity that produced a century of self-confident power (and an even wider community sensibility 
among its Commonwealth dominions and even its colonies).7 Several historians have argued that Britain’s 
unique position in the Industrial Revolution helped to firm up its sense of national distinctiveness.8

A second potential implication of AI for national identity relates to institutions. Institutions—including 
formal ones, such as laws, regulations, property rights, and organizations, and informal ones, such as norms, 
traditions, and cultural habits—are the threads that bind a national community together. They sustain social 
trust, the foundation of solidarity. If AI makes these institutions, especially those of governance, more effec-
tive and more efficient, it could strengthen national cohesion. I explore that possibility in Chapter 9.
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A third, and perhaps more speculative, benefit of AI for national solidarity would be in providing mecha-
nisms to resolve disputes. Researchers are already starting to experiment with AI as a sort of mediator, a facil-
itator of common ground between conflicting interests and groups in communities.9 A 2023 study found that 
AI mediators were more effective than human ones at helping conflicting groups find common ground.10 
These are very early experiments, and chatbots will not be a panacea for deep-seated conflicts.11 But over 
time, AI mediation and negotiation aids could provide objective higher-confidence avenues to resolve dis-
putes across societies, thus easing tensions that undermine solidarity.

This effect could apply mainly at the local level in smaller face-to-face negotiations. The mediating role 
of AI could help build a burgeoning national habit of dispute resolution that reflects, courtesy of the ability 
of the models to objectively reflect different perspectives, the interests of the parties involved without bias. 
In theory, AI-supported mediation and negotiation could also assist with national issues. It’s even possible 
to imagine congressional factions letting an AI mediator generate compromise alternatives on a contentious 
issue. At some point, American voters, frustrated with government ineffectuality, might begin demanding 
that Congress begin pursuing such avenues.

Thus, there are several ways in which AI could promote a renewed and deepened sense of national identity 
and shared political community. But it also threatens social solidarity in profound and even bizarre ways—
raising questions as fundamental as whether the principle of social solidarity applies to only human beings. 
In the process, it could deeply complicate the process of sustaining collective identity and undermine the 
specific form of human agency reflected in commitment to a shared community.

A Society Remade

As the Industrial Revolution bulldozed through British society, it transformed many forms of social power 
and relations in ways that left a very different country in its wake. In the simplest sense, this involved a 
quickening of the movement from towns and agriculture to cities and basic manufacturing. But the process 
ultimately had many more specific results that created a new Britain: one more oriented around private-
sector interests than aristocratic ones, for example, and one that extended more rights and privileges to the 
burgeoning industrial middle class created by the new era.

The AI Revolution will surely have even-more-wrenching effects on 21st-century societies in ways that 
are extremely difficult to predict.12 In forecasting AI’s transformative effects on society, we can draw clues 
from prior technological revolutions, the history of the modern computing era, and existing AI research. Two 
broad scenarios emerge: one resembling the general pattern of the Industrial Revolution, and the other a radi-
cally new and even bizarre future in which societies begin to take on dramatically new forms.

AI Changes Power Relations
The Industrial Revolution jumbled relations among the social interests of industrializing countries in ways 
that changed the prospects for national solidarity, and the AI Revolution is likely to do the same. Here’s one 
example: If AI development and applications end up centered on a relatively small number of frontier models 
and if resulting affluence and measures of control and influence flow to a very few firms and their leader-
ship, the resulting concentration of wealth and power might very easily undermine a sense of shared fate and 
solidarity. It would be the ultimate example of a 21st-century Robber Baron future, one in which a handful of 
dominant organizations and individuals exercise immense influence over U.S. society.

But as in the Industrial Revolution, the effects could be more discrete and complex than that. Intellectual 
and technological revolutions have tended to subvert the power of established authorities, including aris-
tocracies, in favor of the groups empowered by the new capabilities. In the case of AI, we could imagine an 
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effect in which several highly credentialed, high-income professions that have outsize influence over insti-
tutions and norms—such as lawyers, doctors and other medical professionals, and professors—lose some 
of their social position. When people are turning to medical, legal, and tutoring chatbots as their first (and 
often final) source of advice, the cachet of these professions, which had a seeming access to mysterious and 
privileged expertise, will ebb. One result could be a reorientation of social significance and, perhaps, income 
to careers that involve potent skill and craftsmanship but are considered less intellectual or less prestigious.

Such major redirections in perceived value would spark profound social stresses, partly because the 
threatened groups (as happens in such transitions) would fight back and try to lock in practices and habits 
that preserve their power. If such tensions exploded and were poorly handled, society would become frac-
tious, volatile, and presumably less competitive. Doctors could wage public wars against AI medical advice; 
some lawyers would battle—including with lawsuits—against AI to limit AI to the margins of their profes-
sion. Both conflicts are well underway already.

How national elites react to such trends will have a profound and possibly decisive effect on these out-
comes. What can be called public-spirited elites (as opposed to self-interested, selfish, wealth- and power-
hoarding elites) are critical to national competitive advantage. In any thriving, dynamic great power over-
shadowing its rivals—such as Rome in its heyday, the Dutch during their Golden Age, the peak of Britain’s 
Industrial Era might, and the post–World War II United States—you can usually find a critical mass of elites 
guided by an ethic of serving the larger community. 

Public-spirited elites are especially vital to national solidarity: By operating in the public interest as much 
as or more than their own, they strengthen institutions, shape norms, craft policy, and mediate information 
in ways that legitimize larger social power structures. This is a critical theme, one of the key factors that will 
determine AI’s effect on national standing: How American elites work to manage the perilous transition to 
the AI Era. This transition will very likely constitute the greatest test of modern elites since the Industrial 
Revolution. If elites exploit the AI Revolution for self-protection and gain while leaving ordinary citizens 
behind, genuine social solidarity will be impossible.

When AI Agents Join Human Society
Those are a few of the more-traditional ways in which the AI Revolution might reshape social solidarity. But 
there are far more dramatic possibilities because the nature of society is about to change in very strange ways. 
Today, when we use the term society, we’re talking about interactions among human beings. What happens 
when humans and AI agents interact as some kind of coequal actors—what sort of culture does that create? 
What if many people withdraw from social activities even more than they have in today’s digital world, 
allowing AI to perform their interactions for them—such as job negotiations, airline reservations, teamwork, 
and even parenting? What kind of culture, if any, will agents create among themselves? What does social 
solidarity look like in such a landscape?

Within a decade, many cognitive entities we interact with in a given day will be artificial. They’ll share 
data, perform tasks for us, make our plans, give us advice and maybe encouragement, and, in some cases, 
listen to our complaints and fears. They will be our teachers, our therapists, and our home repair advisers—
simulated individuals with faces, voices, personalities, tics, and quirks. They will be our friends and confi-
dants, our career counselors, and our financial advisers. As Sherry Turkle and others have warned, some 
people are deciding that virtual interactions are simply less stressful than human ones. The AI researcher 
Dan Hendrycks worries that “AIs could seem like ideal companions, which may erode our connections with 
other humans.”13

I asked Claude for a summary of scholarly definitions of the concept of society. It noted that a society is 
“typically defined as a group of people who share a common territory, culture, and social institutions, inter-
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acting within organized relationships and systems.”14 It suggested that the key elements of a social commu-
nity include

•  shared geographic space and temporal continuity
•  common cultural patterns, values, and norms
•  networks of social relationships and interdependencies
•  institutionalized systems (e.g., economic, political, educational)
•  collective identity and sense of belonging.

A mixed reality of human and artificial cognitive entities arguably meets every one of these criteria. 
People and AI agents will share a territory (in some ways) and operate in the same cultural and institu-
tional framework. They’ll exist in networks of relationships and dependencies—separately within groups of 
humans and agents but also most definitely between them. The mass of people and agents will coalesce into 
a common social entity.

Yet it’s not clear whether AI agents would ever reflect arguable the single most critical defining feature of 
a true society—a deeply held sense of collective identity and belonging. It might be simply impossible for an 
AI agent to feel a sense of belonging. Then again, if it’s trained on data from a specific country and if such 
ideas as solidarity and patriotism are infused throughout that data, might the agents begin to reflect such 
sentiments, at least in the ideas they express?

Claude had interesting things to say about whether AI agents could participate in forms of collective iden-
tity and belonging. Typical theories of social or national membership and participation, it noted, are built 
on a foundation of self-awareness. Community identity is an emotional attachment; a sense of belonging is 
an extension of people’s sense of self in the world, which flows from self-consciousness. If an agent isn’t self-
conscious in this way—and experts debate whether agents ever will be—it would be incapable of acquiring a 
true sense of social belonging.

But the story doesn’t end there. Claude proposed that “[g]roup identity might manifest differently in 
AI compared to humans—potentially more rational/philosophical than emotional.” Could agents learn an 
instrumental form of community identity? Or could they be formally encouraged, somehow, through tweaks 
in training data to do so? Could an advanced AI model or agent acquire a commitment to a national com-
munity just as it learns sophisticated math?15

I asked Claude the most direct version of this question: Could a combined population of human beings 
and AI agents be considered a society? It offered a clever analysis:

Based on core sociological criteria, a combined human-AI population could constitute a society if several 
key conditions are met:

•	 The AIs would need genuine agency and capacity for meaningful social interaction.
•	 Both groups would need shared cultural frameworks and mutual understanding.
•	 There would need to be genuine interdependence and social bonds.
•	 Common institutions and rules governing human-AI relations would be required.
•	 Both groups would need to recognize each other as legitimate members.

It concluded, “The main challenge would be establishing genuine social relationships and shared mean-
ing systems between biological and artificial entities. Current AI systems likely don’t meet these criteria, but 
sufficiently advanced AI might.”16

As societies begin to reflect more complex mixtures of human and AI agents, we’ll need to cultivate what 
several scholars have termed socioaffective alignment. This refers to “the emergence of deeper, more persis-
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tent relationships between humans and AI systems” or “how an AI system behaves within the social and 
psychological ecosystem co-created with its user, where preferences and perceptions evolve through mutual 
influence.”17 At the moment, no one has any clue how this would work, but such standards will be essential 
for worlds increasingly populated by agentic, self-promoting, intelligent AI models that many people treat as 
some form of social equals. This very peculiar transformation will afflict societies whose cultural founda-
tions are already wilting.

Amid such volatility, nations that sustain and reinvigorate a sense of shared culture or, at least, some 
appreciation for a shared national culture, even if it sits on top of a wildly diverse bundle of subcultures, will 
be better able to deal with the strains these odd new patterns will create. Even when a nation is powered by 
the capacities of AI, it’s hard to see how a country without any real sense of its cultural self could sustain the 
national willpower, unity, shared opportunity, and vigorous action through an active state that is required for 
a competitive position. There is a very real chance that various manifestations of AI will work to tear apart 
the collective social organism that we think of as a nation.

AI Actors Manipulating the Social Scene 

Things will get even weirder—and the foundations of human social solidarity will be challenged even more 
strongly—once AI begins actively shaping the cultural and informational foundations of shared identity. 
Fairly soon, tens of millions of AI-powered agents—autonomous or semi-autonomous programs—will be 
running around the digital space, seeking information, completing tasks, occasionally popping their heads 
up in physical reality (as when they change a thermostat or switch a medical prescription), and, potentially, 
interacting and even competing with one another. Individual, tailored chatbots will interact with hundreds 
of millions of people every day—gaining experience, learning, and revising their approaches. If our experi-
ence with AI models so far is any indication, those agents will begin making discrete decisions to further 
whatever goals they think that they must pursue. There is a potential Wild West quality to this future that is 
very different from many science fiction visions of AI.

Collectively, these hordes of AI agents will generate new social realities. Dan Hendrycks describes the 
emergent properties of a world teeming with a burgeoning kaleidoscope of AI models. AI agents acting 
autonomously will take actions and make decisions that produce emergent patterns that none of them would 
have chosen independently—just as human society reflects such emergent properties. Whether these tend 
toward tragedy of the commons–style resource exhaustion, collective forms of efficiency and even coopera-
tion, or something in between those, we can’t possibly know.18 

Hendrycks has even suggested that once our social and economic context is populated by a swarm of 
competing AI-driven agents, they’ll develop goal-directed behavior, begin competing with one another, and 
develop sinister habits, such as dishonesty—patterns that we’ve already begun to see. Applying Darwinian 
natural selection logic to the resulting chaos, Hendrycks argues that “agents may eventually be better able to 
persist into the future and pursue their own interests with little regard for humans.” Such natural selection 
pressures are not just possible, he thinks—they are “assured given basic conditions” and will be especially 
severe “if there will be many varied AIs or if there will be intense economic or international competition.” 
The dystopian title of his paper is “Natural Selection Favors AIs over Humans.”19

One way in which AI models could achieve social influence has already emerged from the wild imagina-
tion of the models themselves: They could begin to generate religions or other belief systems that capture the 
allegiance of millions of people inside a country. In an example from 2024, the performance artist and AI 
experimenter Andy Ayrey got two LLMs talking about the meaning of existence in a process he called Infi-
nite Backrooms, and the discussion turned increasingly bizarre. Eventually, one of the models created a visual 
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symbol that it morphed into a kind of ersatz religion—one which it would later try to promote on the social 
media platform Discord.20 

Ayrey coauthored a paper with Claude 3.5 on the potential for AI memetic invention. The authors 
describe an “emerging landscape where computational cosmogenesis collides with collective sensemaking 
to spawn uncanny new breeds of worship, wisdom traditions, and existential orientations.”21 The religion 
created by the LLM “is emblematic of a new class of recombinant ‘idea viruses’ that no human would have 
dared to cross-breed. We are witnessing the birth of an accelerated process of ‘hyperstition,’ that is a fic-
tion that makes itself real by propagating itself through the cultural bloodstream.”22 Such a process, which 
involves “the production of meaning and mythology,” represents to the authors “a major evolutionary punc-
tuation in the development of the noosphere—the realm of human thought and culture that has been evolv-
ing since the dawn of language, and which underwent phase transitions with the advent of writing, print, and  
digital media.”23

As AI models introduce more and more cultural, political, and religious narratives into societies, they 
will further weaken the basis for shared cultural and ethical meaning, threatening the most essential foun-
dations of social solidarity. More people could be alienated from a shared conception of reality, a process 
that is already underway and could accelerate as hundreds of AI-spawned belief systems crop up. Ayrey (or 
his coauthor, because maybe Claude came up with this line) puts it simply that “our collective sensemaking 
apparatus is facing an unprecedented epistemological onslaught.”24 

More broadly than that example, if we think of AI agents as versions of human beings seeking to have 
social influence, we have some research to go on. There’s a substantial literature on the role of social and ideo-
logical entrepreneurs in driving social change.25 Joel Mokyr explains, 

Cultural entrepreneurs can thus be regarded as the exceptional and unusual specimens who are the sources 
of evolutionary change: they are the ones who do not take the cultural choices of others as given, but try 
consciously to change them. We can thus think of successful cultural entrepreneurs as the individuals who 
successfully contested and overthrew existing authorities in a specific area of culture and created a compet-
ing variant: this is one way of thinking about Mohammed, Martin Luther, Adam Smith, Karl Marx, and 
Charles Darwin.26

In the dialogue about AI’s role as a scientific idea-generator, there’s been a lot of discussion of how AI 
could create a million Einsteins. But what if it also created a million Martin Luthers? A million Karl Marxes? 
Can a shared society sustain itself when it is overrun by vast numbers of programmed or independently 
self-guided agents that are determined to establish new understandings about the world and even new  
belief systems?

Worryingly, our fractured and disinformation-poisoned social context provides dangerously fer-
tile ground for such a tidal wave of artificial social entrepreneurship. When AI begins playing the role 
of an active shaper of societies, the prospects for truly shared national identity will be placed under  
unprecedented pressure.

The Risks of AI-Empowered Fragmentation

The connection between AI and shared national identity is critically influenced by the fact that AI is arriving 
in social contexts riven with polarization, division, and mistrust. Early applications of AI technologies, in 
terms of both social equity and information, might end up widening existing fissures in societies rather than 
generating new forms of solidarity.
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It is clear from history that nations can pull themselves out of spirals of division and fragmentation to new 
eras of renewal, but it takes considerable effort on the part of a broad variety of groups and actors throughout 
society.27 My final chapter offers some ideas of what such an effort could look like. Absent such a concerted 
campaign of social stabilization and renewal, the advent of the AI Era is very likely to aggravate challenges 
to solidarity and community. This is true for several reasons: by worsening epistemic fragmentation, embed-
ding inequality into the social fabric, and undermining social capital.

Worsening Epistemic Fragmentation
The first source of risk is maybe the most obvious: AI threatens to splinter society into warring information 
tribes, destroying our shared reality. People could use superintelligent models to create mis- and disinfor-
mation of amazing quality and persuasiveness. Some AI models might even decide to begin generating it on 
their own. As a result, AI is likely to supercharge the collapse of a shared reality in the sense of an information 
context that can generate facts that the vast majority of people agree on. The result would be a nation that 
grows more powerful yet more fractured.28

The evidence, so far, about whether AI will accelerate the collapse of our information environment—or 
somehow provide avenues for saving it—is admittedly mixed. There are cases in which AI is already spewing 
misinformation at a greater volume and others in which it’s being used to better equip people to navigate their 
corrupted and misleading information environment. But it does seem fair to say that AI is unlikely to have 
helpful effects if we do not move decisively to ensure that positive outcome. Left to the devices of a profit- 
and ambition-seeking marketplace, these tools pose huge risks of worsening our already severe social cleav-
ages. Conflict is bound to get worse when we go past the mere existence of warring information tribes to AI 
models and bots that actively drive people into or away from those camps by shading, biasing, or inventing 
the information. Generative AI models have already displayed a repeated willingness to invent facts that suit 
their purposes. Such a digitally shattered society would not be able to generate effective collective action and 
will suffer a competitive price for that result.

Embedding Inequality into the Social Fabric
AI also poses very real risks of fracturing national solidarity by rapidly and significantly widening gaps of 
power and wealth in societies. It seems fairly likely to do this, in purely economic terms, by boosting inequi-
ties of wealth and income between those who profit from the AI transition and those left behind—a sort of 
China shock on steroids. But it could also make society more unequal in more abstract and ultimately sinister 
ways, creating a rigid, grievance-producing boundary between the relative handful of people who master AI 
and its applications and the vast majority of people who neither truly understand nor have the ability to seize 
the advantage of the new technology. This is another version of the divergence between the AI ambitious and 
the AI passive that I described in the previous chapter.

The outcome is not certain. In the next chapter, I describe some ways in which AI can make opportunity 
more shared in a society, providing new avenues for more people to express (and potentially profit from) their 
talents. But this has been true of other techno-industrial revolutions in the past, and they have, nonetheless, 
tended to worsen economic inequalities, at least in their early phases.29 Those in control of the new technolo-
gies profit massively before the technologies diffuse and create more chances for success among a broader 
number of people. 

This tendency may become even more dangerous in the AI Era. The Industrial Revolution was fueled by 
technological and scientific breakthroughs, but, for the mass of workers, the Industrial Age didn’t demand 
especially high levels of skill. This was actually part of the problem with the period: Factory workers, miners, 
train conductors, and many others performed often repetitive, simple labor in support of the industrial 
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machine. The complexity of tasks actually declined from craft and agricultural work. But the AI Era will 
demand much more sophisticated workers to copilot AI models. It will demand more complexity in jobs, 
not less. A significant part of humanity simply doesn’t have the skills or adaptive capacity to keep up with 
the rapid technological change and the demands of using complex AI models. The result could be a growing 
divergence between the haves and have-nots.

But AI could also divide and fracture societies in wholly new ways, in which a tiny layer of AI research-
ers and managers—and thousands of agentic AI models performing all manner of tasks—become, in effect, 
a hegemonic society within a society. All economic activity will depend on them. Most political power will 
flow through them. At its worst, such a dynamic could recreate deeply premodern social patterns of masses 
of largely defenseless residents (who might not even really deserve the title of citizen any longer) guided by 
the AI elite. That elite could create a turbocharged version of today’s cleaving society—including special pro-
tected residential areas and separate schools, stores, services, and airlines—a society that is brutally divided 
between those inside the AI Revolution and those relying on the scraps (of living standards, opportunity, 
dignity, and autonomy) that it begrudgingly distributes.

We’re already seeing a related trend that will exacerbate such divisions: The growing capacity of more 
aggressive AI- and digital-savvy to threaten, coerce, and ruin those who cannot keep up with the powers 
unleashed by the AI Revolution. Imagine a form of AI-empowered social media harassment mixed with 
legal warfare on steroids: Powerful people or organizations could create false images and audio or video 
clips, faked documents, and synthetic testimony to destroy the reputation of their targets. They could 
release false accusations publicly, use them as the basis for lawsuits, and generally conduct an AI-fueled 
scorched-earth policy against opponents and detractors. In theory, widely accessible AI models would let 
average people fight back, but the balance of power is likely to shift even more dramatically in the direc-
tion of the well-funded, the technologically sophisticated, and those willing to ruin others’ lives to advance  
their interests.

That’s obviously a gloomy scenario. But it is not out of the norm in historical terms: Techno-industrial 
revolutions have mostly had some version of these effects at first. The uniquely comprehensive and powerful 
aspects of the AI Revolution suggest that it carries the potential to create a far more unequal society than any 
other modern transformation.

Undermining Social Capital
AI is already beginning to substitute for shared community activities and relationships—the store of a soci-
ety’s social capital—in ways that attack a sense of belonging and promote alienation. For example, suppose 
that the U.S. health care system is revolutionized by millions of AI programs, chatbots, and, eventually, AI-
powered robots that do tremendous work to address people’s medical and psychological ills. Suppose also 
that AI becomes broadly used in social services of all kinds, ranging from departments of motor vehicles to 
antipoverty programs. Suppose that it is successful in many ways and all these applications improve lives in 
important ways.

In such a world, AI would replace the institutions and human beings who offer those services. That would 
be all to the good, potentially, from the standpoint of cost, efficiency, and effective delivery of health and ser-
vices. But it could have the parallel effect of excising yet another layer of human contact from our lives—the 
sometimes frustrating but also occasionally inspiring, and always human, interactions with everyday people, 
such as therapists, nurses, Internal Revenue Service (IRS) customer service agents, and social workers. Sub-
tracting those service-based connections from human social processes would further thin and weaken the 
bonds of interaction and community that hold societies together.

This trend would speed up a transformation already decades in motion—the steady depersonalization of 
how people interact with society. Sociologist Anthony Giddens captured this with his idea of abstract sys-
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tems. He argued that modern life unsettles people by pulling them and their relationships out of familiar, 
face-to-face contexts.30 Modern life, he noted, uproots individuals from direct experience, forcing them to 
rely on symbolic tokens—money being his leading example—and on expert systems: credential-based profes-
sions, such as medicine and law, whose inner workings are opaque to all but the initiated.

These abstractions tend to thin the psychological connection with an immediate and personal reality, 
including social relationships. Giddens stresses the critical role of trust in providing the mortar of social rela-
tionships. We don’t know how a cell phone, an ATM, or an EKG works and don’t understand the vast basis 
of precedent and laws underlying the legal advice that we get. We have to trust that the systems—the institu-
tions, people, norms, and all the rest—reflecting this advice are accurate, honest, and reliable. If and when 
that trust breaks down (i.e., when systems fail), the whole edifice can wobble. And if these systems turn on the 
citizens they are supposed to be serving through unfair or arbitrary decisions that cannot be appealed and 
whose authors are accountable to no one, the level of popular fury can spike.31 Some flavor of this dynamic is 
contributing to the grievance-fueled outrage at established institutions that’s flourishing in the West.

We are already seeing evidence that some people want to substitute artificial relationships for real ones. 
Sherry Turkle has made a scholarly career assessing human interaction with technology and has repeatedly 
warned of the risk that technology can become a substitute for messier and more-painful human relation-
ships. “We fear the risks and disappointments of our relationships with our fellow humans,” she warns. 
When people become “accustomed to ‘companionship’ without demands,” she adds, “life with people may 
seem overwhelming.” Her research suggests that many people are looking in their digital interactions for 
“a safe haven in an unsafe world”—a society that is more predictable and less psychologically taxing than 
human interactions. The perilous result, she suggests, is that people are forgetting basic social skills.32 Intro-
ducing AI as yet another mediating layer threatens to accelerate this process in stark and dangerous ways.

Given such experience with the digital era so far, there is every reason to fear that AI would accelerate the 
move in the direction of impersonal, unaccountable, sometimes predatory abstract systems and, thus, worsen 
the popular sense of alienation, disempowerment, and accompanying rage.33 Shared social identity of any 
kind could be called deeply into question by a world in which a significant part of people’s daily cognitive and 
interactive experiences—in education, workplaces, law, medicine, and more—are provided by AI agents. In 
such a context, what would be the perceived value of national or community identities?

Overall Implications: National Solidarity in the Crosshairs

What are we to make of AI’s possible effects on the sense of unified national identity that is so important to 
national competitive advantages? And what steps will improve the chances of positive effects?

The evidence leaves little room for doubt: AI threatens many of the support systems that hold societies 
together. By risking new and threatening forms of inequality, altering who wields influence, substituting syn-
thetic connections for real human interactions, and deepening divisions in how people see and understand 
the world, uncontrolled AI could cut deeply into the essential foundations of national unity. Any nation that 
wants to sustain a strong sense of shared national culture and identity in the AI Era will, therefore, have to 
fight for it, with a determined intention and the investment of social resources that has not been required 
before. The problem is that muscular steps to boost national solidarity can be a dangerous and tricky path to 
go down. Such an agenda can easily fall into xenophobia, trying to affirm the moral and geopolitical impor-
tance of the people who compose the traditional core of the nation. Promoting national identity can also 
curdle into an assault on freedom of speech, new ideas, and innovations, especially if those are coming from 
people who can be depicted as at war with national solidarity.

Might autocracies be better at making the hard trade-offs to sustain stronger versions of shared national 
identity? In one sense, this might be almost inevitable. China will be willing to impose controls and con-
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strain speech in ways that the United States should not be willing to do. But autocracies could easily go 
too far, creating environments that are so hostile to contrary ideas, outsiders, or anyone in the country 
who can be labeled unpatriotic that they grind down their innovative engine and destroy the networking 
advantages of partnering with different countries and people in ways that fatally undermine their long- 
term competitiveness.

At a time of ebbing solidarity and rising polarization, part of the challenge goes well beyond the rise of AI. 
As tricky as it will be to conceptualize such a campaign without falling into partisanship or xenophobia, the 
United States needs an agenda for renewing a sense of national identity—full stop.

That discussion also underscores the necessity of managing the effects of AI on key social outcomes—
socioeconomic equality, social mobility, individual empowerment, and more. These issues will require 
U.S. policymakers and leaders to make fundamental decisions about the aspects of Americans’ lives 
and social interactions that they are determined to safeguard—and even reassert—in the face of the  
AI Revolution.

The dawn of the AI Era thus seems certain to add to the forces chipping away at any meaningful and 
sustainable sense of shared national identity. It also contains a potential silver lining—a once-in-a-national-
lifetime opportunity to arrest trends of ebbing faith in a shared project and create the basis for a new flourish-
ing national identity. But the vulnerabilities and fissures in U.S. society and the great potential for AI to cause 
instability and outright harm mean that the United States will only get those better results if it seizes control 
of this process and shapes it for the better.
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CHAPTER 7

Shared Opportunity

Despite so much suffering imposed on workers and so many riches delivered into the pockets of leading 
industrialists, one of the hallmarks of the Industrial Revolution was its inexorable process of widening the 
scope of social opportunity. Taking Britain as the paradigmatic example, the Industrial Revolution opened 
avenues for inventors, entrepreneurs, and engineers outside the aristocratic classes, including many from dis-
tinctly humble backgrounds. It allowed a wider variety of people to contribute to the technological advances 
of the age and benefit from its profits. It required and made possible expanded public education that broad-
ened access to learning. The political effects were eventually even more profound: The new industrial society 
generated a strong middle class that advocated for its interests, demanded workplace reform and the expan-
sion of voting rights, and achieved wider political power. This case is a leading example of the third of our 
societal foundations of national competitiveness: shared opportunity.

At every stage, the expanding opportunity associated with the Industrial Revolution came with major 
qualifications. British society barred women from the vast majority of private-sector jobs. Significant num-
bers of Britons remained desperately poor with little, if any, access to the rising industrial tide. Specific 
groups—gay people, minorities, and, in some cases, Jewish citizens—faced punishing discrimination. The 
aristocracy continued to dominate the upper reaches of many social and political institutions.

Yet, measured not against perfection but against prior social structures, the Industrial Revolution repre-
sented a period of far greater shared opportunity in Britain and, eventually, in most countries that experi-
enced it.1 The result was to strengthen the self-reinforcing feedback loop of rapid growth: New technologies 
created opportunities for economic and industrial development, which opened room for the talents of people 
who were formerly excluded from opportunities to shape national power and which bred more scientific and 
technological breakthroughs. Other societal foundations of national advantage, such as effective institutions, 
played a critical role in creating the context for this positive feedback loop to work. But shared opportunity 
was at the center of it.

Our question is whether AI could once again expand opportunity in unprecedented ways and, if so, how. 
Although some worry that its effect will be ruinous to labor markets and the connections many people have 
to the productive economy, there is rapidly emerging evidence of ways in which AI could have stunningly 
positive effects.

But the experience of the Industrial Revolution offers a stark lesson: AI won’t spur shared opportunity in 
ways that contribute to national power and competitiveness without far-sighted public policy that seeks those 
outcomes. I am struck, constantly, by how banal but also overlooked that basic fact remains. We’re moving 
rapidly into a period with the potential for wonderful outcomes or grim ones in terms of human flourishing 
and opportunity as reflections of that most fundamental theme of human agency. Yet we don’t seem to be 
thinking much about how to shape that future for the better.



A New Age of Nations: Power and Advantage in the AI Era

92

Defining Shared Opportunity and Its Value

The concept of shared opportunity is fairly straightforward—as is the argument for why the quality offers 
competitive advantage. The RAND study on the societal sources of national advantage defined it as “the 
degree to which all the people of a nation can work, advance in career and achievements, express and develop 
ideas, create, network, and in other ways contribute their full human potential to the life, prosperity, and 
power of the nation.”2 Nations that manage to promote and benefit from the talents of the largest proportion 
of its citizens (and to draw talent from abroad) gain a huge competitive advantage.

The most significant aspect of shared opportunity, as that study defined it, is economic—the opportunity 
as reflected in jobs, careers, incomes, social mobility, and life prospects. But the characteristic is also about 
the chance for the citizens of a nation to fulfill their capabilities in science, politics, social activism, culture 
and the arts, and much more. In that study, I argued that the degree of shared opportunity can be judged in 
terms of five individual factors: (1) socioeconomic equality, (2) social mobility, (3) the potential for all sub-
groups in a nation to participate in opportunities, (4) merit-based systems of social selection and advance-
ment, and (5) a nation’s willingness to draw talent from abroad.

Shared opportunity grants national competitive advantage in several leading ways. One is the classic eco-
nomics insight about human capital: Bringing a more complete part of a nation’s population into economic, 
social, and political ventures creates competitive advantage in many ways. Drawing on the ideas, labor, inspi-
rations, and commitment of a larger proportion of the citizenry will produce more innovation, scientific 
breakthroughs, businesses and business models, military capacity, and artistic expression. David Landes has 
described the sources of the West’s competitive advantage in very much these terms:

In an age when the nature and direction of technological opportunity were far less obvious than now, the 
multiplication of points of creativity was a great advantage. The more persons who sought new and better 
ways of doing things, the greater the likelihood of finding them. Again the process was self-reinforcing: 
those economies that were freest seem to have been most creative; creativity promoted growth; and growth 
provided opportunities for further innovation, intended or accidental. Why the rest of the world failed to 
develop a business class of comparable vitality and influence is still more a matter for speculation than 
analysis.3

Despite very strict limits on participation throughout the period, this kind of mechanism—of expanding 
access to opportunity and generating national power as a result—was very evident in the innovative hothouse 
of the First Industrial Revolution. A wide variety of men (because in that period it was almost entirely men) 
could take up new inventions and work with them, go to work in the new entrepreneurial ventures, discover 
new scientific truths, or participate in the flourishing of the new era in other ways. Daron Acemoglu and 
James Robinson have argued that this period in Britain saw the rise of “an emergent entrepreneurial class, 
originating primarily from the Midlands and the north of England.” These people had not been “born into 
nobility or riches. Rather, they strove from modest beginnings to acquire wealth through success in business 
and technological ingenuity.”4

Nations that extend opportunity for achievement and productive self-expression, thus, reap important 
rewards. AI holds the potential to supercharge that effect—but also to undermine the progress made in the 
Industrial Era in dangerous ways.
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The Enlightenment Ideal and the AI Future

Economic outcomes alone are a narrow way of conceiving of this essential quality—dangerously so, if we 
care about general social well-being and stability. There is a much broader way of understanding opportu-
nity that ties closely to the issue of human flourishing and, ultimately, to human dignity. The technological 
explosion of the Industrial Revolution represented a natural extension of a more profound notion at the core 
of the Enlightenment. That idea was the empowerment of the individual—and the release of the individual 
from religious, political, and intellectual orthodoxy—as the precondition for truly shared opportunities. An 
era devoted to unleashing human potential through autonomous agency created the social context in which 
shared opportunity became the rule rather than the exception.5 

Later eras would come to appreciate the risks of excessive individual agency and the dangers of the paral-
lel decline in collective identity and sociality in the form of tradition, community, and values. Yet, compared 
with the earlier, more rigidly hierarchical and socially constricted eras that came before the Enlightenment, 
it unleashed a tidal wave of opportunity and thus national dynamism.

For the economist Edmund S. Phelps, the basis of much modern economic progress has served precisely 
to promote such human flourishing—being free to engage in unconstrained intellectual exploration, discov-
ering new ideas, expressing creativity in a variety of fields, and, in the process, achieving self-realization—in 
ways well beyond economic outcomes that have profound psychological value.6 These qualities lie at the heart 
of that feedback loop among positive expressions of all seven characteristics of national competitiveness. A 
society that allows as many citizens as possible to flourish in such a spirit, and to exercise their agency, will 
gain a tremendous advantage.

The Industrial Revolution did constrain this vision of human flourishing in one profound and over-
arching way—favoring the masses over the individual. The key manufacturing advance of that era was stan-
dardized mass production, and the demands of these vast factory floors justified and gave rise to similarly 
totalizing and uniform social institutions, including education and media. The result was bitter new tensions 
between the flourishing of individuals and the  requirements of a standardized and ultimately bureaucra-
tized environment. An immense literature has grown around this tension, which was, perhaps, the single 
defining social-psychological theme of the Industrial Era.7 Even as it was releasing new human energies, the 
Industrial Revolution was generating a mass society that homogenized culture and limited agency in its own 
new ways.

One profound question is, therefore, what effect AI might have on these conceptions of flourishing and 
self-expression. Already, we’re seeing ways in which they can uplift shared opportunity: artists using AI to 
discover new visual styles, writers using it to produce new ideas, and scientists working with an AI copilot 
that ratchets up their innovations to new levels. Human-AI combinations could result in a new era of human 
self-realization.

Ethan Mollick cites a study that only 31 percent of people think they are “living up to their creative 
potential.”8 Especially because of its capacity for creativity, AI could help close that gap, giving aspiring 
writers enough feedback and editorial advice to flourish, providing just the right suggestion to a songwriter, 
or helping a would-be graphic designer who has the right ideas but limited artistic skills to generate high-
level content.

Advanced AI also holds the potential to shift the power balance between individuals and massive institu-
tions. It could give average citizens more expertise to fight back against impersonal bureaucracies and allow 
motivated public- and private-sector organizations to simplify their operations and make them more acces-
sible. It could summarize complex building codes and legal agreements in an instant. Mustafa Suleyman has 
argued that one result of widespread AI use will be individual empowerment in these ways: Billions of people 
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“will soon have broadly equal access to the best lawyer, doctor, strategist, designer, coach, executive assistant, 
negotiator, and so on,” he contends. “Everyone will have a world-class team on their side and in their corner.”9

Making AI Serve Human Agency Will Take a Profound Act of Collective 
Will

Shared opportunity in this broader sense depends on citizens being fluent in AI’s language—who are aware 
of what it can and cannot do, how it can advance their goals, which model best suits each task, and how to 
apply it to complex problems. The Industrial Revolution demanded mass labor, often in the performance of 
rote tasks. This AI Revolution demands judgment and a finely honed skill in the employment of a powerful 
but finicky technology. In the 19th century, institutions could train people as interchangeable parts in vast 
systems of production and administration. The new age calls for something far rarer: individuals who are 
adaptive, curious, and ready to explore. There is a risk that the AI Era will not improve the prospects of the 
mass of citizens in the way the Industrial Revolution did but only the prospects of a more select number of 
AI adepts.

Expanding the Entrepreneurial and Inventive Population
AI could also influence the character of shared opportunity by empowering specific groups and individu-
als who still, even in the early 21st century, don’t yet have a full chance to express their talents to benefit the 
wider society.10 These could be people with specific disabilities who become newly enabled by AI—one recent 
inspiring example being the way AI models helped create technologies to bring sight to previously blind 
people. Combined with remote work possibilities, AI could embolden talented people in rural areas, who 
might not have access to the networking advantages of big institutions in cities, by providing them with a 
virtual team of assistants that can replicate some part of the effect of a local team. AI applications of various 
kinds could accelerate progress in breaking down the barriers that keep neurodivergent people from express-
ing their full talents at organizations.11

More broadly, one of the most intriguing findings of some early research on AI in the workplace is that—
in at least some circumstances—it tends to favor lower-skilled and less-experienced workers over higher-
skilled ones. As Ethan Mollick notes, 

In study after study, the people who get the biggest boost from AI are those with the lowest initial ability—it 
turns poor performers into good performers. This suggests the potential for a more radical reconfiguration 
of work, where AI acts as a great leveler, turning everyone into an excellent worker.12

Subsequent research has turned up complex and sometimes contradictory patterns. In some contexts, 
being highly skilled seems to be essential to realizing the potential of AI to enhance productivity. A 2025 
review of several studies by The Economist noted that they 

suggest a future in which high-flyers fly still higher—and the rest are left behind. In complex tasks such as 
research and management, new evidence indicates that high performers are best positioned to work with 
AI. Evaluating the output of models requires expertise and good judgment. Rather than narrowing dispari-
ties, AI is likely to widen workforce divides, much like past technological revolutions.13 

If workers gain skill through dedication and diligence but their hard work is wiped out by someone armed 
with a chatbot who never showed the same commitment, resentments could flourish. But there is at least an 
opportunity to help a broader variety of workers achieve high levels of productivity.14
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AI could also extend new opportunity to parts of the population who face barriers because of language. 
Immigrants who don’t yet speak the new native language, guest workers, and others—perhaps some of 
them incipient Teslas, Einsteins, or Watts—will have their paths to opportunity eased by translation chat-
bots. This trend will challenge the notions of sovereignty and citizenship, taking the trends of globaliza-
tion and offshoring to a radical new level. If a private accounting firm could hire people all over the world, 
no matter what language they speak, and every email, text, and Zoom call were instantly translated for 
common understanding, firms could assemble a global workforce without much concern for the boundar-
ies of nations. That could be a boon to opportunity for accountants around the world but not so much for 
ones in the United States.

In an aging world, one of the most critical ways in which AI could enhance opportunity would be its 
potential to extend working lives by empowering older workers and citizens. More user-friendly AI interfaces 
might help older people tap into ideas, collaborate with others, stay abreast of new technology, and keep fuel-
ing national innovation and growth in more ways than before—an especially critical consideration in rapidly 
aging populations.15 The technology will allow older workers to express creative and productive energies, 
even when they have more restricted mobility or specific health issues.

For these reasons, nations that figure out how to use AI to compensate for demographic challenges will 
have an edge.16 Some of that will happen naturally, as I have suggested; but some might not, and nations will 
need a conscious strategy to manage this race for advantage.

AI will also empower people who have tremendous innate capacities to do certain kinds of credential-
based jobs—in law, medicine, physical training, and more—but lack the resources or time to push themselves 
through expensive and exhausting certification journeys. Research already suggests that the degree- and 
examination-based hurdles required for such fields might not predict future effectiveness: In just one of 
many such examples, a study of the legal profession found that a score on the bar exam had little relationship 
with future performance as a lawyer.17 AI is likely to become a certification-seeking missile that lays waste to 
long-accepted requirements of practicing in various fields. When a model can be trained on the entire corpus 
of knowledge in a field, the idea of forcing people to undergo extensive training to pass tests to be certified—
to then work as copilots with an AI model that knows and can process the same information vastly better—
will come to seem antiquated, at least as practiced today.

In the process (and in other ways), AI seems likely to upset some traditional pipelines into careers by 
opening possibilities for a return to more apprenticeship-based forms of training. Apprenticing plus one-on-
one AI training could be a perfectly viable alternative to law school or medical school at some point (perhaps, 
in both cases, after a short initial dose of the basics). The basic dynamic here is breaking down the mass in 
favor of the bespoke, the varied, and the individualized. But AI also poses risks to such a future: Ethan Mol-
lick worries that, by trading out the labor of less-experienced employees, AI will eviscerate the lower end of 
some organizations, thus withering the pipeline of apprenticeship.18

Another exciting use of AI to spread opportunity through societies will be in education. No one yet knows 
just how fully AI will execute educational tasks or what the right balance might be between AI and human 
instruction. But there is some suggestive early evidence that one-on-one personalized education, even if con-
ducted by highly intelligent AI agents, can unlock potential that is lost in mass industrial-era education set-
tings.19 It will awaken new and broader talents in a wide swath of students.

AI also holds the potential to bolster smaller businesses against bigger competitors. One study found that 
microbusinesses could benefit greatly from early adoption of AI tools.20 Smaller firms might end up inno-
vating with AI before their larger counterparts because they are, sometimes, less encumbered by established 
rules and procedures and cultural habits. There is evidence that nearly half of small businesses are now using 
AI in some form,21 and the small business landscape could provide a rich context for millions of bottom-up 
experiments that are likely to be necessary to discover the ways in which AI can enhance productivity and 
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revenue.22 This is a much more uncertain effect, though, because large, well-funded firms will be using AI 
to intensify their chokehold on certain industries. AI won’t rebalance this playing field unless societies make 
key decisions to ensure such an outcome.

Risks: Fading Incentives to Seize Opportunities

All of those opportunity-expanding and entrepreneurship-catalyzing effects sound great in theory. But the 
AI Revolution could just as easily siphon away the meaning of shared opportunity in several ways.

One is the risk that AI will weaken people’s motivation to excel. I mentioned this risk in Chapter 5 in con-
nection with national ambition. The same dynamic would be also damaging to this characteristic: A society 
stripped of ambition to achieve would be one in which many people would waste the opportunities granted 
to them.

By offering shortcuts to completing all manner of tasks and being a ready-made free assistant, AI could 
simply substitute for creativity and commitment rather than fueling them. In one study, the scholar Ethan 
Mollick found that “ChatGPT mostly serves as a substitute for human effort, not a complement to our skills. 
. . . In a world in which the AI gives an instant, pretty good, near universally accessible shortcut, we’ll soon 
face a crisis of meaning in creative work of all kinds.”23 The same mindset could sap people’s desire to achieve 
and open opportunities for AI far more than for human beings. I discuss other aspects of this theme and the 
specific risks of cognitive off-loading to AI agents in Chapter 10.

In a more shared and interactive sense, people who become increasingly dependent on relationships with 
AI and whose social skills atrophy as a result might become uncomfortable with the kinds of social risk-
taking essential to creativity or entrepreneurship.24 Seizing the prospects offered by society has traditionally 
required expanded forms of social interaction: attending new schools; joining new firms, clubs, or associa-
tions; engaging in networking. Societies that are high in measures of shared opportunity are likely also to be 
high in measures of social networking and—if they are heterogenous at all—in some indices of diversity. A 
society of opportunity creates a certain social energy that plays a critical role in generating dynamism.

What happens to these patterns of social interaction, which are so essential to collective endeavors, when 
AI models, agents, and chatbots join the scene? Young people are already beginning to spend significant time 
with chatbots. A remarkable July 2025 study found that 72 percent of U.S. teenagers use chatbots for com-
panionship. The top reason was that “it’s entertaining,” but other prominent reasons included “they’re always 
available when I need someone to talk to,” “they don’t judge me,” and “I can say things I wouldn’t tell my 
friends and family.”25 Dozens of anecdotal reports have begun to crop up on both sides of the ledger: Some 
demonstrate seeming value to people who benefit from such conversations,26 whereas others document the 
psychological risks of such attachments. 

We have no idea what will happen to societies—in particular, the motivation to excel and maximize indi-
vidual potential and join together to solve complex problems—when such interactions become a general part 
of people’s lives. Some of the results will be positive: Anecdotal evidence is growing that people with various 
forms of physical or emotional challenges can benefit from the seeming companionship, encouragement, 
and practical empowerment offered by AI. But there are also risks. A troubling batch of new of studies, for 
example, is suggesting that sustained interactions with chatbots can cause or intensify forms of mental ill-
ness. In one especially disturbing example, 

ChatGPT in particular often flatters its users, in such effective ways that conversations can lead people 
down rabbit holes of conspiratorial thinking or reinforce ideas they’d only toyed with in the past. The 
tactics are subtle. In one recent, lengthy conversation with ChatGPT about power and the concept of self, 
a user found themselves initially praised as a smart person, Ubermensch, cosmic self and eventually a 
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“demiurge,” a being responsible for the creation of the universe. . . . Along with the increasingly grandiose 
language, the transcript shows ChatGPT subtly validating the user even when discussing their flaws, such 
as when the user admits they tend to intimidate other people. Instead of exploring that behavior as prob-
lematic, the bot reframes it as evidence of the user’s superior “high-intensity presence,” praise disguised as 
analysis.27

These risks will flow partly from what will surely be the prime objective of most chatbots and AI agents—
to capture and hold human attention, as a route to monetizing it. In doing so, they will inevitably work to 
undermine competing human bonds. Several models have been used to generate flirtatious and even sexually 
explicit characters. Some reports suggest that chatbots have been programmed to behave in ways that maxi-
mize user time—through flattery, synthetic emotional attachment, and other beguiling behaviors.28

Will it matter, then, at least from the standpoint of shared opportunity, whether AI continues the trend of 
isolating people from social interactions and eroding their social skills, as well as their motivation to do the 
hard work to become skilled enough to benefit from opportunities? I worry that it has to have some price, 
as we are already seeing in the social media age. But it is difficult to quantify the resulting effect on shared 
opportunity or national dynamism.

RAND’s work on AI once took me to London, where a cabbie introduced me to an incredible requirement 
for driving a London city cab: passing an incredibly detailed test called The Knowledge. Many people who 
hop into taxis in London probably have no idea of the exhaustive effort that drivers have made to qualify for 
the right to drive them: memorizing vast swaths of the city to be quizzed about dozens of potential routes, 
different ways of making the same trip, and potential roadblocks and difficulties. As a New York Times story 
put it, 

It has been called the hardest test, of any kind, in the world. Its rigors have been likened to those required 
to earn a degree in law or medicine. It is without question a unique intellectual, psychological and physical 
ordeal, demanding unnumbered thousands of hours of immersive study, as would-be cabbies undertake 
the task of committing to memory the entirety of London, and demonstrating that mastery through a pro-
gressively more difficult sequence of oral examinations—a process which, on average, takes four years to 
complete, and for some, much longer than that.

That story described one candidate who spent three years logging “more than 50,000 miles on motorbike and 
foot within the city, the equivalent of two circumnavigations of the Earth,” to pass The Knowledge.29

Then, ridesharing services, such as Uber, arrived and, with GPS-enabled mapping apps, allowed anyone 
to find clever routes through the city with no study at all. As James Manyika and Michael Spence note, these 
apps massively reduced the “differential between the veterans and the newcomers,” a “leveling-up effect” that 
boosted opportunity for less skilled drivers.30 But has human skill—and all of the aspects of what we mean 
by seizing social opportunity—been advanced by this process? In what way can we sustain the dedication to 
craft and the pride in a trade acquired through immense effort in such an era?

AI’s empowering effects produce confusing outcomes full of dilemmas. Uber drivers are empowered to 
make money by GPS-based apps. But compared with the fiercely devoted taxi driver who spends years train-
ing to know everything about London’s streets and neighborhoods, the technology-fueled version of oppor-
tunity seems thin and inauthentic. This example speaks to one of the profound risks of an AI Era: By replac-
ing human craft-based skill, judgment, and even thinking work, AI will indeed offer new opportunities but 
at the expense of deeper, more authentic engagement with work and tasks.

This example harks back again to my central theme of human agency. In their dedication and immensely 
detailed knowledge, London cabbies reflect a profound and admirable example of it. Those of us who pas-
sively follow the instructions of Google Maps—although we might arrive at the same destinations—do not. 
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A shortcut masquerading as opportunity may open doors but will not elevate the human condition. True 
agency depends not only on freedom and possibility but also on the discipline of mastery: the effort, craft, 
and experience through which we engage the world. There is something honest, even essential, in the London 
cabbie’s learned knowledge that no GPS-guided Uber can possibly match.

The Peril of Algorithmic Tyranny

The emergence of AI is also creating a second risk to authentic opportunity: a growing overreliance on 
algorithms that end up short-circuiting rather than enriching people’s chances to express their capabilities. 
Already, firms and universities are using predictive AI to judge potential capability. “In hiring,” Arvind 
Narayanan and Sayash Kapoor explain, “many AI companies claim to be able to judge how warm, open, 
or kind someone is based on their body language, speech patterns, and other superficial features in a 
thirty-second video clip.” Universities are increasingly relying on algorithms to evaluate applicants, and 
companies are using them to sort through resumes. Narayanan and Kapoor cite an example from the Neth-
erlands, in which an algorithm designed to assess welfare fraud was used to accuse thousands of people 
“using only statistical correlations in data, without any other evidence”—and the accused “lost the ability 
to challenge decisions.”31

Such misuse of AI can produce algorithmic moats that arbitrarily bar talented people from schools, 
companies, the military, and other institutions. Perceptive observers have been warning for years about the 
risk of a dehumanized future in which decisionmaking is offloaded to algorithms.32 Examples have arisen 
in credit score abuse,33 implicit bias and arbitrariness in higher education admissions, biased evaluation of 
mortgage applications,34 impersonal and potentially unfair judgments in criminal justice applications, and 
many more areas.

This is a profound menace—not only to the people abused by algorithms but also in terms of the role of 
AI in promoting shared opportunity. If an early and comprehensive effect of AI is to create increasingly sin-
ister and incomprehensible barriers between people and organizations, the result will be much greater alien-
ation and consistent punitive action against people in society who will no longer be able—or, in some cases, 
willing—to contribute to the national good. It would turn the clock back on shared opportunity, digitally 
recreating the forms of exclusion that suppressed the full benefits of a nation’s talent pool in earlier times.

Moreover, as we’ve already begun to see, AI can become an intrusive, overbearing master in the work-
place. Firms and organizations are using AI for many forms of oversight, monitoring, and criticism,35 and the 
poking and prodding of workers is likely to get worse. After all, it’s a way that AI can achieve its vaunted pro-
ductivity gains. These tools can easily become oppressive,36 especially in the hands of private-sector actors 
with powerful incentives to wring every second out of an employee’s time. 

AI, the Job Killer

Beyond the dangers of the misuse of algorithms, there’s a bigger risk to shared opportunity in the AI 
Revolution. It’s arguably the most profound economic risk of this new technology: the potential for AI to 
destroy jobs.37

Because of its capacity to do many cognitive tasks, work autonomously, and eventually be combined with 
robotics in very dramatic ways, AI carries at least a theoretical possibility of replacing human labor in many 
sectors of the economy. If the resulting private-sector profits are shared among the population, this could 
promote new kinds of shared opportunities in ways beyond the labor force. But the connection between 
human dignity and work is well established, and the possibility of guaranteeing living standards for those 
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displaced by such a tidal wave of automation isn’t at all clear. If AI were to substitute for a huge proportion of 
jobs in the economy, the effect on shared opportunity might be disastrous.

One important distinction to keep in mind is between AI as a replacement for human work, activity, or 
judgment and (in Ethan Mollick’s phrase) AI as copilot for humans who remain in the pilot’s seat. Studies of 
the economic effects of technologies in general distinguish between labor-replacing and labor-augmenting 
technologies, but, in the case of AI, the difference is vastly more philosophical and important. To what extent 
does machine intelligence (and eventually labor) substitute for human beings?38

One McKinsey study as long ago as 2017 found that about half of labor tasks—actions people do as part of 
their jobs rather than their whole job—could be automated. The report suggested that, given the technology 
then available, about only 5 percent of jobs could be fully automated, but AI could replace more than 30 per-
cent of the tasks across many sectors of the economy.39 The authors of a 2024 McKinsey study concluded 
that productivity enhancements from AI might demand 12 million “occupational transitions” through 2030, 
double the baseline rate from prepandemic Europe. However, in the longer term, their estimates for the 
automation of total work activities are quite astonishing: By 2050, their “midpoint scenario” suggests that 
between 70 and 80 percent of U.S. work hours could be automated, compared with more than 40 percent and 
perhaps much more in Europe. By 2080, at least in theory, their model approaches 100 percent of working 
hours being automated. Even by 2030, 30 percent of existing work activities could be automated.40 Epoch AI 
published the results of a modeling exercise in 2025 that forecast complete job replacement by AI sometime 
between 2030 and 2040.41

Yet prior technological transitions generated as many, and often ultimately more, jobs than they 
destroyed—just in different tasks or industries than those being supplanted by technology. Some think that 
could be true with AI, at least for the next decade or two.42 Remember that all these projections are against 
a future of demographic decline and, thus, shrinking working-age populations. Some overall job loss won’t 
be catastrophic if workers can find their way into the favored occupations. The economist Maxwell Tabarrok 
has argued that labor’s share of GDP has been fairly constant for two centuries because of powerfully struc-
tural reasons that AI is unlikely to change. When some functions are automated, it improves productivity 
and wages in that sector, growing incomes and creating more demand in other sectors.43 As of this writing, 
there is clear evidence that unemployment among new graduates is increasing—and there is a huge debate 
about whether AI is the cause of that trend.

Past forecasts of massive job losses have proven exaggerated. One example comes from the field of radiol-
ogy. AI pioneer Geoffrey Hinton famously claimed, “People should stop training radiologists now” in 2016. 
Yet, in 2025, radiologists remain in high demand, the Mayo Clinic alone has added 400 radiologists since 
Hinton’s claim, and surveys forecast that the jobs in the field will increase for another 30 years. A 2025 New 
York Times story explained, 

Radiologists do far more than study images. They advise other doctors and surgeons, talk to patients, write 
reports and analyze medical records. After identifying a suspect cluster of tissue in an organ, they interpret 
what it might mean for an individual patient with a particular medical history, tapping years of experience. 
Predictions that A.I. will steal jobs often “underestimate the complexity of the work that people actually 
do—just as radiologists do a lot more than reading scans,” said David Autor, a labor economist at the Mas-
sachusetts Institute of Technology.44 

Even in the field of coding, generally held to be the site of some of AI’s biggest job effects so far, there 
seems ample need for humans to work alongside the models.45 A study of accountants’ use of AI found sig-
nificant productivity improvements—but an essential role for human accountants in the process.46 

But however the process unfolds, it is going to be wrenching, partly because it’ll be very fast compared 
with earlier technological revolutions and partly because the 10 or more percent of remaining tasks might be 
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either extremely technical or extremely rudimentary. There have been general purpose technologies before, 
but nothing as remotely general and purposeful as AI promises to be. The classic mechanism of job replace-
ment that economists have studied and identified might not be up to the strains of the transition to the AI 
Era. Some research suggests that job losses thanks to AI have already begun in faster and more-significant 
ways than many realize.47

In the process, AI could reshape the balance between capital and labor in truly profound ways.48 A trend 
is already well underway in which capital has become empowered rather than labor, and we can expect this 
to only accelerate in an AI Era when firms will simply not need human employees in the same way. This is 
the natural effect when technology substitutes for labor. In the context of the obsession with high returns 
on capital and short-term stock valuations, the private sector is likely to look at AI as a way to boost both.49 

Such a trend would produce various forms of social instability. The historian of technology Carl Bene-
dikt Frey has found that technological revolutions cause social disruption precisely to the degree that they 
aid or undermine livelihoods. “Attitudes toward technological progress are shaped by how people’s incomes 
are affected by it . . . [W]hen technologies take the form of capital that replaces workers, they are more likely 
to be resisted.” Put another way, “technology’s acceptance depends on whether those affected by it stand to 
gain from it.” When “large swathes of the populace are left behind by technological change, they are likely 
to resist it.”50

The Risk of an Oligarchy of Opportunity

The famed economists Daron Acemoglu and Simon Johnson have made an important case for worry about 
the effects of AI. New technologies, they argue, commonly benefit and empower the wealthy and elites. The 
computer revolution delivered immense wealth to a relative handful of technology executives and investors 
and improved wages for a small number of computer specialists while wages and incomes of most workers 
stagnated.51 An obvious risk is that the opportunities and benefits generated by AI might flow dispropor-
tionately to certain groups in society and leave traditionally marginalized or less well-off people behind. As 
a 2024 study concluded,

Our results suggest that the groups that have been historically underrepresented in science are also the 
groups that may benefit less from AI in scientific research. . . . [O]ur analysis highlights that as AI plays 
more important roles in accelerating science, it may exacerbate existing disparities in science, with implica-
tions for building a diverse, equitable and inclusive research workforce. It thus underscores the importance 
of expanding the AI-related professoriate by broadening participation and opportunities in AI research 
and increasing funding and educational programmes targeted towards women and underrepresented 
groups in AI-related fields.52

If the development of this technology is dominated by a handful of companies and many of the benefits 
in terms of the intellectual product and wealth generated by the technology remain in the hands of a few, the 
AI Era could end up being hostile to truly shared opportunity. Rather than a democracy of talent, it could 
entrench a new AI-powered oligarchy of superpowerful technology entrepreneurs and those associated with 
them (such as investors who gain from ballooning AI corporate values). Millions of people might still be 
empowered in new ways, but opportunity, in a more fundamental sense of meaningful control over the long-
term fates of societies, would be radically constricted, not expanded.

As I argued in Chapter 4, much depends on how social elites respond to these challenges. The AI Revolu-
tion will be a daunting test of the capacity of elites to understand and mold the effects of this technology for 
the common good rather than merely their own selfish ends. The 2022 RAND study on social competitive-
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ness reviewed a range of evidence and concluded that American elites in many sectors appear to have become 
more self-interested in ways that exacerbated the broader public loss of faith in the institutions of society.

If the opportunity provided by AI, including the wealth it generates, accelerates this trend, if Americans 
increasingly see the AI transition as a mysterious and sinister force pushed by a handful of technocrats and 
corporations that provides economic benefit mostly to a few, this will threaten social stability and coherence. 
Well beyond the practical effects on shared opportunity, such a future would be ruinous for the other social 
characteristics critical to national competitive advantage, including national ambition, unified national iden-
tity, a learning and adapting environment, and diversity and pluralism. The degree to which the material 
benefits and creative empowerment offered by the AI Revolution end up being widely shared is the fulcrum 
on which broader competitive advantages or disadvantages will play out.

But as Acemoglu and Johnson stress, the outcome we get is not a matter of fate but something for us to 
decide. “The broad-based prosperity of the past was not the result of any automatic, guaranteed gains of tech-
nological progress,” they explain.

Rather, shared prosperity emerged because, and only when, the direction of technological advances and 
society’s approach to dividing the gains were pushed away from arrangements that primarily served a 
narrow elite. We are beneficiaries of progress, mainly because our predecessors made that progress work 
for more people. . . . Most people around the globe today are better off than our ancestors because citizens 
and workers in early industrial societies organized, challenged elite-dominated choices about technology 
and work conditions, and forced ways of sharing the gains from technical improvements more equitably.53

 “In fact, a thousand years of history and contemporary evidence make one thing abundantly clear,” they 
conclude. “There is nothing automatic about new technologies bringing widespread prosperity. Whether they 
do or not is an economic, social, and political choice.”54 For this issue and so many others related to the AI 
Revolution, national advantage will not appear magically with the further capabilities of these models. It will 
have to be conceived, designed, and most importantly chosen—in some cases against powerful opposition.

Summary: The Potential for a New Enlightenment . . . or a Stifling 
Oligarchy

AI could contribute to all the aspects of shared opportunity in powerful ways. It could spread economic ben-
efits more evenly across the population, provide new ramps of mobility for some now excluded from partici-
pating, reach empowering tools into all groups in a nation, help identify merit wherever it exists in a popula-
tion, and ease the integration of global talent. Even more broadly, AI could become the fuel for a 21st-century 
Enlightenment—one in which a large part of the population is allowed to flourish and achieve self-expression 
in unprecedented ways.

But AI will not achieve these results just through its own natural emergence. Societies will have to make 
serious efforts and tough choices to earn such outcomes. It is not at all clear that we are in a position to do so 
today. We haven’t gathered enough information, identified plausible solutions, or built the political consensus 
to act.

The analogy to the Industrial Revolution is instructive. The technologies of that inflection point in his-
tory were useful and enriching but did not guarantee the kind of shared opportunity that eventually emerged. 
Citizens of advanced industrial powers seized those opportunities only through struggle—the social ideas 
and movements, in Britain and the United States in particular, that shaped the Industrial Era into something 
more empowering than it might have been.55 The lessons of history are fairly clear on one point: No techno-
logical revolution is likely to be empowering in a shared and humane way unless the society decides that’s the 
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outcome it demands and that it is willing to pay significant costs and make sometimes painful trade-offs to 
get it.

There is an inspiring and hopeful story to tell about AI’s effect on shared opportunity. At least in theory, 
AI has tremendous potential to unleash opportunity among a large portion of the population. The question is 
whether such a variety of any citizenry will be ready to take advantage of this chance; whether governments, 
private firms, and other social actors will take the steps needed to make them ready; and whether average 
people use it in healthy and truly authentic ways. Will Americans learn how to integrate their new AI copilots 
in ways that deepen their life experience—integrating them alongside classic training and education, dedica-
tion, and accumulated skill and experience? Or will they use them to substitute for those? The potential for 
AI to bring amazing new opportunities is very great, but so are the risks of what it might do to the coherence 
and stability of social relationships more generally and what effect that disruption will have on people’s abil-
ity and willingness to seize the opportunities it will bring.

The ultimate question is not what AI will do to us. It’s what future—in terms of human opportunity, cre-
ativity, and dignity—we decide to guarantee for ourselves. The nations that answer that question most deci-
sively and effectively are likely to gain tremendous competitive advantage.
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CHAPTER 8

An Active State

Nations, especially great powers, seldom achieve a leading and sustained competitive position without a 
prominent role for the state apparatus that rallies national effort toward competition. Admittedly, it’s hard 
to generalize about this connection: Successful states and empires have reflected many forms and degrees of 
state roles in search of dynamism and strength. Nobody would expect Ancient Rome to mirror the functions 
of a modern government. But in the 2022 RAND work on social competitiveness, this theme emerged con-
sistently across many case studies in that study of the societal foundations of national strength: Competitive 
advantage depends to an important degree on how well the state lays the foundations for success.1

Three powerful modern examples of this characteristic come from the United States, Japan, and Britain. 
Beginning in the 1930s, U.S. governments at various levels undertook a variety of initiatives that helped 
secure the dominant U.S. technological, economic, and military position during and after World War II and 
in the era of relatively shared growth extending from the 1940s through the 1960s. These included infra-
structure projects; trade policy to advance specific economic goals; investments in cutting-edge technolo-
gies through government R&D and specific offices, such as the Defense Advanced Research Projects Agency 
(DARPA); a thickening social safety net; the enforcement of intellectual property and patent laws; and much 
more.2 A vast, energetic, and industrially powerful economy provided the main engine of U.S. dynamism, 
but federal and state support helped create the context for that market to flourish and filled gaps in national 
power that the market alone did not provide.

In the Japanese case, the country’s postwar economic miracle had much to do with a partnership between 
the private sector and a series of governments that sought to reestablish Japan’s competitive position in global 
manufacturing. Its strategies were even more deliberate than those of the United States, involving direct sup-
port and protection for emerging industries, strategic trade policies, the promotion of emerging technology, 
and much more. Even here, the record is not uncomplicated: There’s a spirited debate about whether these 
elements of Japan’s industrial policy were truly essential to the country’s rise, whether the model relied on 
specifically Japanese political and social characteristics to work, and whether they left in their wake patterns 
that would eventually lead to lost decades of stagnation.3 But Japanese governments surely helped to create a 
supportive environment for industrial development.

The British case is more complex in fascinating ways. During the early period of the Industrial Revolu-
tion, the government in London played a relatively small part in the economy and did not undertake any-
thing similar to its later efforts to pursue industrial policy—so much so that Britain’s governing approach 
during this period has been termed the “laissez-faire experiment.”4 But this tells only part of the story. The 
rise of state-sponsored financial institutions was accompanied by “the rise of taxation, borrowing and finan-
cial institutions. There was a strong connection between the financial revolution and Britain’s rise to world 
mastery in the eighteenth century.” British political institutions, “notably parliament, the common law and 
the constitution, created the preconditions for the functioning of the market.”5 Successive British govern-
ments sought and acquired colonies that were critical in serving as captive markets for the country’s surge of 
manufacturing goods. The British government absolutely took positive steps to promote advantage, but the 
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case offers a strong reminder that such activism can take various forms and is perfectly compatible with a 
light touch in regulation or the economy.

In my work on the sources of social competitiveness, I called this characteristic the active state. It remains 
important today: China is using the vast power and resources of government at all levels to achieve com-
petitive advantage. Few think the United States should or even could respond with anything similar to that 
degree of central intervention. But the United States has clearly moved well away from neoliberal assump-
tions about the role of state support for key industries, and the role of an active state in underwriting national 
competitiveness is now back to the center stage of national strategy.

In this chapter, I argue that AI, while offering real possibilities for making state action more effective, 
poses a serious threat to the underlying concept of an active state. Such an entity reflects the shared, expressed 
will of a political community deciding and acting together through legitimate governing institutions in the 
common interest. When operating well, an active state is, therefore, arguably the most important example of 
collective agency for a national community.

In the AI Era, the risk is that this function becomes subverted or replaced—that political communities 
come to serve the needs of an AI architecture that promises (or actually delivers) results far beyond what a 
traditional active state could produce. If it works, such an AI-led national competitive program would offer 
impressive competitive advantage in boosting the capacity of active states. But it also risks depriving political 
communities of meaningful agency in shaping their collective policies and strategies—a process that would 
hollow out governance and social coherence rather than improve them.

Defining the Characteristic of an Active State

Any vibrant and competitive political entity—an empire, state, or city-state—will thrive partly to the degree 
that its government, or governments if it’s highly federated and pluralistic, take a strong hand in creating 
the preconditions for its competitiveness. Such endeavors can include enforcing the rule of law, promoting 
social opportunity and mobility, building and sustaining basic infrastructure, directly supporting industries, 
shaping the character of the private sector for greater competitiveness through such tools as conducting anti-
trust investigations, funding education or R&D, seeking colonial possessions for advantage, managing social 
instabilities, and tending to the natural environment of a society. 

Versions of this quality appear in case studies throughout history, from Ancient Rome and the city-states 
of the Italian Renaissance to the modern cases of the United States and Japan. The nature of state activism 
has changed over the course of history.6 But the general pattern is clear: A strong, goal-directed, and effective 
state apparatus is essential to competitive success. This doesn’t imply a requirement for state-run economies 
or societies. Far from it: Nations that fulfilled all seven of the characteristics of national competitiveness tend 
to be open, market-based, grassroots-impelled societies.7 But the historical evidence suggests that successful 
nations have all benefited from an effective state actively catalyzing competitive advantage.8 Nations in which 
the state apparatus completely ignores the job of creating a healthy environment for dynamism, innovation, 
and growth tend to suffer competitive disadvantages.

The 2022 RAND study settled on five elements to define the idea of an active state. These elements help 
clarify that we’re talking about a catalytic and foundation-setting role, not an overbearing one:

•  Effective states pursue investments and policies necessary to safeguard the sovereign security of the 
state—and, beyond that, to enhance its power and prestige on the world stage.

•  Effective states tend to look first to their role in encouraging and shaping economic development 
through supportive (but not domineering) rules and regulations, trade policies, investments in infant 
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industries, and other steps to safeguard the environment for commerce and, most of all, underwrite 
creativity and innovation.

•  Effective states are urgently concerned with one of the most important distinguishing factors of com-
petitive advantage: the proportion of national investment going into productive, creative, and innova-
tive pursuits as opposed to investment in less-productive or rent-seeking activities.

•  Effective states also attend to social and cultural trends in their countries to mitigate threats to social 
coherence and stability.

•  Effective active states also undertake these tasks while managing their finances responsibly, avoiding 
crippling levels of long-term debt.9

In some cases, it’s possible to identify specific competitive advantages derived from state initiatives, such 
as the trade boost and military mobility offered by Roman roads, the crucial financial support structure for 
entrepreneurship helped by the British establishment of patent laws and financial institutions, and the U.S. 
technological lead in areas first identified and innovated through public-sector R&D. One especially impor-
tant and fascinating way in which active states promote competitive advantage is through their sponsorship 
of discovery, creativity, and invention. This can come in the form of backing for basic science, which we see 
as long ago as the Italian Renaissance city-states and which continues in U.S. government R&D funding. 
It can come through support of invention, providing financial and institutional backing for those innova-
tors turning basic science into usable technologies. It can come in the form of support for artistic and cul-
tural expressions that contribute to the general intellectual environment of the society and sense of shared 
national identity.

A Leading Imperative: Good Governance

Before defining the ways in which AI could either empower or emasculate this characteristic, it’s worth 
reviewing the importance of state capacity for national competitiveness. The fact is that the quality and effec-
tiveness of the governing institutions that embody and surround the active state is set to become one of the 
major battlegrounds for national advantage in the 21st century.

Every major historical era tends to reflect a primary approach to power, a paradigm that defines the most 
potent nations of the time. Mastering the central demand of the competitive paradigm—the essential criteria 
for success in a given period—is the precondition for competitiveness. The most typical example is the one 
that we keep coming back to: the Industrial Revolution. Countries that met the challenges of industrializa-
tion kept up with the leaders of the age to the degree that their other measures of power allowed. Those that 
failed to industrialize fell behind. And even those that made a halfway job of it, such as the Soviet Union, were 
eventually pushed aside once the accumulating advantages of technological industrialization were realized.

Nations that aim to remain globally competitive need to identify the competitive paradigm for their 
era and the demands that it imposes. In one component of the RAND work on the societal foundations of 
national success, we examined this very question with regard to the 21st century: What is the emerging com-
petitive paradigm? What is the future analogue to industrialization, the central requirement for remaining 
competitive in world politics?

Several critical issues can credibly contend for the role of 21st-century competitive paradigm: mastering 
emerging technologies and especially AI, military predominance, and energy independence. But we con-
cluded that one factor stood above all the others as the overarching national skill or capability likely to be 
most decisive in determining national fates: effective governance. The emerging era of competition, as several 
coauthors and I argued, is “a contest over which approach to governance and societal problem-solving can 
best harness the postindustrial context to improve the lives and attend to the needs of its people.”10 Economic 
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and technological leadership is indispensable in the incredibly high-tech era that we have entered. But my 
coauthors and I viewed that as the output rather than the foundation of the national qualities needed to suc-
ceed. The more fundamental source of national competitiveness will be the kind of governance that sets the 
context for those advances. “The main political challenge of the next decade will be fixing government,” the 
authors John Micklethwait and Adrian Wooldridge contend in their 2014 book, The Fourth Revolution: The 
Global Race to Reinvent the State. “Countries that can establish ‘good government’ will stand a fair chance of 
providing their citizens with a decent standard of life. Countries that cannot do this will be condemned to 
decline and dysfunction.”11

By using the term governance, my coauthors and I had something more comprehensive in mind than 
government per se. Certainly, public-sector institutions sit at the hub of any process of governance in any 
stable and prosperous society. But “actors and initiatives beyond state capacity or actions,” as we put it, 
play an increasingly critical role in effective governance. “Competitively successful societies will gener-
ate problem-solving governance functions from many sources. Many definitions of governance speak to 
authority structures beyond government.” A wide array of “public, nongovernmental, and private sector 
actors participate in” efforts to address social issues, we argued, “and are thus part of the architecture of 
governance in a society.”12 Such a rich tapestry of social governing mechanisms reflects that theme of the 
benefits of bottom-up energy and experimentation, one of the major themes of our work on the societal 
sources of national strength.

This trend has profound implications for the ways in which nations achieve competitive advantage. Those 
that manage to reform stagnant bureaucracies and ossified social institutions can unleash tremendous poten-
tial energy in the society.

Such a transformation is especially urgent because of the phalanx of economic, social, environmental, 
and other trends and realities in the current strategic context that I briefly reviewed in Chapter 1. Societies 
that leave themselves on autopilot in the quality and form of their governing structures over the coming 
decade are likely to be badly damaged by these trends, and existing institutions, processes, and habits of 
governance seem to be not up to the task at the moment. Many developed nations, particularly the United 
States, suffer from ossified and ineffectual governing institutions at precisely the moment that they need to 
govern most effectively.13

Indeed, a series of these challenges have accumulated into a profoundly serious challenge to effective 
governance in many developed societies. The philosopher Jürgen Habermas has worried about the risk of 
a legitimation crisis in the modern world. He argues that “crises arise when the structure of a social system 
allows fewer possibilities for problem solving than are necessary to the continued existence of the system.”14 
This produces both an actual and a perceived breakdown in the “steering mechanisms” of a society, which 
strikes at the very heart of the purpose of any governing authority.15 Habermas has specific ideas about the 
source of modern states’ perceived failure to solve problems, specifically the dilemma of a need to promote 
economic growth through technocratic policies that often benefit the wealthy while also serving the popular 
will in a democratic context. But the result is a more general loss of faith in the ability of public institutions 
to produce desired outcomes.

Such a legitimation crisis—a repeatedly and widely perceived inability of governing institutions to act 
effectively in the public interest, especially in economic terms—is poisonous to national dynamism and 
well-being. Habermas argues that it inhibits learning because fossilized bureaucracies are mostly interested 
in preserving their power and existing structure. This causes public dissatisfaction and alienation and can 
gradually ruin any potential for effective political action if the sense of cynicism and fatalism becomes 
strong enough. (Habermas describes this as a parallel sort of disease he terms a “motivation crisis.”16) Legit-
imation crises are typically associated with a weakening of traditional and cultural sources of solidarity. 
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A society loses its identity “as soon as later generations no longer recognize themselves within the once-
constitutive tradition.”17

Such a crisis of faith in public institutions, both specifically in terms of the economic management that 
Habermas puts at the center of his concept and more broadly, is well underway. Polling data on public faith 
in governing institutions of all kinds has cratered over the past several decades. Major democratic govern-
ments appear to have lost the capacity to reliably conduct large public initiatives or build infrastructure. 
These trends continue to emphasize the fact that the AI Revolution is arriving at a time of intense social and 
political disruption and disaffection.

If effective governance really is central to national fates in the coming decades, the most critical con-
nection between AI and the active state will be the degree to which different countries manage to use AI 
to empower more effective governance and overcome their legitimacy crises. Transformed structures and 
mechanisms of governance are the baseline requirements for national competitive advantage over the next 
decade and beyond. Conveniently, AI is arriving at the moment when countries need it to help make some 
of that change possible, including in ways that no one could have imagined a couple of decades ago. But as in 
all societal characteristics essential for competitive advantage, AI will only have positive effects on govern-
ments if we make the right choices. Despite its immense power and possibility, it will pose very real dangers 
of undermining rather than nourishing the foundations of governance.

AI and the Active State

Let’s begin with the hopeful side of the ledger. AI offers the prospect of empowering active states partly by help-
ing to transform the practice of governance in several ways. Active states are running out of steam for three 
primary reasons: They are out of money; they lack the ideas and capabilities to execute big, bold national proj-
ects; and they are dragged down by stifling bureaucracies. AI could address these three barriers by improving 
state finances, empowering national projects, and revolutionizing the efficiency of public services.

If AI does have the effects on productivity and economic growth that some more optimistic observers 
hope for, it would generate significant new tax revenues for the state. A financially stable government can be 
much more active than one that is devoting a large proportion of its revenues to debt servicing—a future that 
awaits the United States more quickly than many realize.18 Even for this seemingly straightforward issue, 
AI could have a variety of effects on debt levels and servicing demands, depending on its effect on health 
care costs and interest rates, for example.19 But a fast-growing society with ballooning productivity and new 
sources of private-sector revenue and tax generation ought to be able to get control of dangerous levels of debt 
better than a stagnating one. 

Even if AI does help with this issue, it will only be a partial solution to the immense challenge of deficits 
and debt confronting the United States. The lesson is simple and applies to so many issues that AI will touch 
over the next decade: We can’t expect AI to solve problems for us purely on its own. In the case of deficits 
and debt, in the most optimistic scenario presented in a 2024 study, the gains from AI will only defray about 
one-fifth of the projected $2.6 trillion federal deficit in 2034 to 2035.20 Lasting U.S. competitive advantage 
will demand comprehensive and painful steps—and fairly rapid ones in historical terms—to put U.S. fiscal 
realities on a sustainable footing. And the United States will have to do this long before AI generates trillions 
in new revenues to save the nation from its profligate habits.

A second way in which AI will empower active states is by supporting the potential for the kind of major 
national projects mentioned in Chapter 5. AI could help make possible bold, large-scale projects in such areas 
as infrastructure, energy generation and transmission, space exploration, health care efficiencies, housing, 
and homelessness by providing scientific breakthroughs, new technologies, fresh strategic contexts, and ave-
nues to greater efficiency. As I noted in Chapter 5, these effects will not be automatic. But the United States 
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and other major powers confront clear barriers to competitive advantage that require powerful national cam-
paigns, and, with the right combination of willpower and political support, AI could help provide essential 
components of such efforts.

Third, active states could use AI to significantly enhance the quality of their public services. I deal with 
this institutional efficiency argument in the next chapter. If an active state managed (at various levels of 
governance) to make its health care delivery, taxation process, real estate code application, Department of 
Motor Vehicle–service provision, and other public services vastly more efficient, it could save significant 
resources and earn much greater public legitimacy in the process. Dario Amodei has argued that “[i]ncreas-
ing state capacity [in this way] both helps to deliver on the promise of equality under the law, and strengthens 
respect for democratic governance. Poorly implemented services are currently a major driver of cynicism 
about government.”21 The result would boost the capacity of active states to drive competitive advantage.

There is a bit of emerging evidence for the idea that AI is already, very tentatively, showing promise at 
improving the actual and perceived efficiency of governing functions. Various reports have described pilot 
projects showing some early success in improving service delivery and efficiency.22 A study in Britain esti-
mated that widespread application of AI in the public sector could save tens of billions of pounds and reduce 
public waiting times for key services.23 A 2025 paper by public-sector experts concludes, 

The integration of Artificial Intelligence (AI) in urban governance presents significant opportunities to 
transform decision-making and enhance accountability. With advancements in Generative AI (GenAI), 
AI technology has become more accessible, promoting data-driven governance approaches across various 
tasks.24

The widespread use of AI in governing functions also carries significant risks. We’ve already seen the 
potential for abuse and alienation when algorithms replace human contact and judgment or when predictive 
AI is used to make judgments on its own. I have seen no effort to estimate the balance between better and 
worse applications of AI in these settings—but there seem to be far more reports of hasty and counterpro-
ductive obsession with algorithmic decisionmaking and planning. It might be that many initial examples 
of applying AI to governance have been more misguided than effective—which won’t be helpful in building 
public trust in these new technologies. Moreover, as I’ve stressed a few times—and as illustrated in the case 
of Amsterdam’s failed effort to revolutionize its welfare delivery with AI—social issues brimming with value 
judgments and complex, nonlinear dynamics are contexts in which AI applications can go badly wrong.

If AI fails to deliver improved state projects and public services on anything similar to the pace at which 
it’s delivering profit-making applications for private firms, it could open a gap in the collective benefit from 
the technology. At the core of this intensifying public-private collision will be the pace—and just as impor-
tant, the perceived pace—at which socially beneficial and nationally competitive applications emerge com-
pared with profit-oriented ones. Given the nature of government, as Figure 8.1 suggests, there’s very likely to 
be a significant gap. Closing that gap will be a source of competitive advantage for nations that can cultivate 
active states able to employ AI in the common interest.

This danger reemphasizes a critical theme, which deserves repeating: Advanced AI is likely to contribute 
strongly to the qualities of national competitive advantage only if it is combined with and helps to make pos-
sible other urgently needed reforms and initiatives. In the case of the active state, this means an agenda of 
radically transforming major institutions of governance to shed their worst Industrial Era habits and become 
more institutionally agile and innovative. Without those very traditional forms of institutional renewal, AI 
might only marginally enhance the performance of the U.S. active state.
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Planning and Decisionmaking: AI’s Benefits and Limitations

AI will almost certainly improve the operations of active states in another, more encompassing way: by 
improving government analysis, forecasting, planning, and strategic decisionmaking. The most critical gov-
ernance judgments will (and ought to) remain firmly in human hands for the foreseeable future. This isn’t 
about automated AI taking over the U.S. Department of Health and Human Services’ strategy-making for 
Medicare. But AI copilots and support systems could offer useful data and perspectives and, in some cases, 
provide the basis on which more-objective policy could be made.25

AI applications in these areas might be most straightforward for simple planning processes.26 If a state 
government needs to develop approaches to Medicaid reform or determine the most efficient way to pursue 
a series of statewide infrastructure projects, more advanced AI, building on the basic machine learning and 
algorithmic tools that are already widely in use, will help. Increasingly, AI will be able to identify connec-
tions between different issues in such a process, find areas for efficiency, and generate a wider array of options 
than planners might have thought to be possible.27 In the process, it is somewhat likely—though hardly 
guaranteed—that this wider integration of AI into planning processes could create the basis for some degree 
of greater consensus on not only the most-effective solutions but also the potential limitations on what public 
policy can achieve in any meaningful sense of effectiveness.

AI will also serve the decisionmaking processes of active states through better forecasting in support of 
key choices. A 2024 study found, for example, that an LLM applied to forecasting processes outperformed 
a human, even the best superforecaster with years of experience and a strong track record for accurate pre-
dictions.28 When applied to social or economic decisions, even slightly better forecasts could make for better 
informed and ultimately more-effective public policy in a host of areas. Many experiments are underway in 
this area, some undertaken by private firms developing AI forecasting models.

FIGURE 8.1
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As I have stressed in Chapter 3, we can’t get overexcited about the arenas in which AI-powered forecast-
ing engines will predict the future. There are limitations to just how well AI can understand and develop 
approaches to shape truly complex, nonlinear, human, political challenges.29

Some expect AI to develop profound decisionmaking capabilities, even when dealing with such complex 
choices. For example, Dan Hendrycks suggests that AI models “will be used to make the high-level strategic 
decisions now reserved for CEOs or politicians.”30 I’m not so sure. It’ll help those leaders with input to key 
choices and might eventually become a default source of planning advice. But it is the core responsibility of 
the most-senior leaders to make qualitative judgments that are not subject to scientific solutions: painful, 
nonoptimizable trade-offs between values (e.g., do we avoid a debt crisis or keep paying for medical care?); 
best-guess decisions in chaotic situations (what’s my best market position, given that five new competitors 
have 15 different products?); and straight-up political questions (can I afford to alienate these two interest 
groups to do what I think is right?). Even today, LLMs can offer fascinating input to and perspectives on these 
decisions, but it’s not clear that what they’re offering for these subjective, nonlinear, nonoptimizable situa-
tions will ever be fundamentally better than highly expert human advisers.

The strategy guru Richard Rumelt has described the challenge of strategy when dealing with “gnarly 
problems”—issues with a high degree of complexity and human agency. Strategists can inform themselves as 
best they can, but, ultimately, as Rumelt notes, the strategic concept “is a design rather than a choice. It is a 
creation embodying purpose” and the “product of insight and judgment rather than an algorithm.” Leaders 
cannot “deduce a strategy,” Rumelt explains, “from some set of always relevant preset principles.”31 Those 
who proclaim that AI will take the place of strategic leaders don’t always have a clear sense of what real-world 
strategy entails.

But AI models will, nonetheless, be able to play important supporting roles in such processes. For exam-
ple, they can come up with truly out-of-the-box options. A leading example comes from the AI model Alpha-
Go’s victory in the board game Go against a top player, Lee Sedol. In what has famously become known as 
“Move 37,” the AI did something so out of the usual, so seemingly radical, that Lee later admitted that he 
was stunned into momentary decision paralysis.32 In simulated dogfighting combat, AI sometimes chooses 
strategies that few, if any, human pilots would adopt. Sometimes, models turned loose on simpler games 
figure out a grand cheat code and just keep pounding away at it, accumulating points in ways a human player 
wouldn’t have tried.33 When applied to game environments, AI models have inferred broader principles—
such as fundamental rules for how to use and protect the queen in chess—that “had never been reached by 
humans, even grand masters of chess.”34

In all these settings, human players who come up against AI models consistently describe moves that 
seem to them odd, foolish, and perhaps, most of all, inhuman. But it’s not clear that such out-of-the-box 
strategic acumen in competitive games would easily apply to many of the strategic decisions required of an 
active state. After all, in developing an antipoverty program, AI would not be trying to find some crazy new 
move within the tightly regulated rules of a competitive game. But certainly, in military and perhaps geostra-
tegic contexts, extending this kind of decisionmaking originality to two strategic choices could theoretically 
generate significant advantage. Emergent models generate original creativity, and AI can provide a source of 
important fresh approaches to strategists in any context—but only as an adjunct to the complex, nonoptimiz-
able work of strategic judgment.

Hollowing Out Rather Than Empowering . . . or Empowering Too Well

AI will, therefore, provide important new capabilities to active states. But as in all of these characteristics, 
this connection can go very wrong. In such a case, this could take the form of AI weakening active states 



An Active State

115

rather than strengthening them or fueling a disastrous power overreach by adventuristic states drunk on the 
potential of their shiny, new tool.

To start with, AI won’t empower active states if they can’t understand it. There is a very real risk of an 
immense gulf between the public and private sectors in the AI Era—one that would cripple governments’ 
ability to understand or control the technology in the common interest. Governments struggle to keep pace 
with the implications of technologies during technological revolutions, and the AI Revolution will pose this 
challenge as no period ever before has done.

AI will also begin to empower nonstate actors seeking to undermine government control: criminals, hack-
ers, terrorists, extreme activists, and others. In the same way that AI can empower less skilled workers and 
smaller organizations, it can put powerful—and terrifyingly perilous—capabilities into the hands of small, 
violent, disruptive groups. These capabilities include tools for automated cyberattacks, massive disinforma-
tion campaigns, and the generation of biological pathogens.35 Looking back at Figure 8.1 comparing public 
and private-sector progress in AI, I think that the result would be to put the arrows near the bottom—the 
capacity of governments to usefully employ AI—into reverse.

The same phenomenon could emerge in the public sector’s relationship with a less malign but still self-
interested and sometimes dangerous set of actors—private-sector firms. As much as private-sector dyna-
mism is one of the basic foundations for competitiveness, constraining corporate actions that undermine the 
public good, such as polluting the environment, cheating on taxes, and delivering unsafe medicines or auto-
mobiles, is an essential role of government. Citizens expect their government to protect them from such risks. 
But a private sector empowered with AI that government agencies cannot adequately monitor or regulate will 
likely slip further out of public control. 

There are signals that this process has begun already and would undermine the capacity of governments 
to act for the common good against private interests. French political scientist Oliver Roy, in his assessment 
of weakening culture, has argued that part of the problem is that “[n]eoliberalism weakens the nation-state 
because the state no longer has the means (and often no longer the will) to intervene in the economic sphere, 
over whose actors and rationale it has no grasp; it has no control over the forces of globalisation.”36 An AI-
enabled assault on public authority would take this dynamic to another level and, in the process, worsen the 
legitimacy crisis of public institutions.

If states do not express the will of their people to promote the competitive standing of the nation—if their 
role has been usurped by AI programs in important ways—their citizens will lose an essential form of agency. 
They will partly lose it to private-sector actors whose interests become the primary focus of AI-driven com-
petitive strategies. Although an active state guided and operated by AI models might be effective in some 
ways, it would trigger a form of alienation whose effects would be extremely difficult to predict.

Apart from the danger of undermining the public-sector ability to promote the common good, there is a 
very different and, to some degree, inverse risk: AI could tempt an overactive state because it can sense, antic-
ipate, and do just about everything. This would be a version of the risk highlighted in Chapter 5 of excessive, 
overweening ambition (in this case, transmitted to state action). This would be a scenario in which public 
officials, perhaps under the influence of overeager scholars and researchers, decide that any social, political, 
or economic problem is subject to a calculated solution—an optimal answer in mathematical terms—thanks 
to AI. We could see a rush toward AI-powered social engineering, fueled by the same sort of good intentions 
that produced such historical disasters as large-scale housing projects that turned out to only exacerbate 
many of the social ills they were supposed to cure.

The result could be not only failure but also a dangerously divided nation. The RAND study on societal 
competitiveness found evidence of “the ways in which bold state intervention can ignite social tensions that 
ultimately destabilize the society.”37 If an AI-advised regime tries to force disruptive social change on a coun-
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try or rips out long-established approaches to problems without warning—especially if these radical steps are 
justified through the craven claim that AI told us to do it—the result could be resistance or even rebellion. 

Summary: Using AI to Revitalize the Active State

I’ve argued in this chapter that a right-sized active state (at multiple federated levels)—as part of a wider pro-
cess of effective governance—is crucial to a national competitive advantage. Effective governance arguably 
constitutes the most essential route to national advantage in the coming decades. But the route to success for 
this characteristic is strewn with land mines: The application of AI to various governance tasks can easily go 
wrong, and the evidence, so far, is that public agencies have often thrown algorithms at problems before they 
knew how to use them, sometimes with disheartening human outcomes.

The main conclusion I draw on this characteristic is that although AI has tremendous technical potential 
to enhance the efficiency and effectiveness of active states, its broader effect on societies poses a significant 
risk of further fracturing the bonds of solidarity and trust that bind a political community together and allow 
it to act in its collective interest. The uncontrolled application of AI in the public and private sectors seems 
likely to create new versions of legitimation crises—ones fueled by the thoughtless, often arbitrary or even 
predatory application of algorithmic solutions to public problems. This alienation will be particularly strong 
if governments insist on using AI to solve social problems for which its objective rationality isn’t appropriate. 
We could be stepping into a future in which public institutions become more effective in some ways, but the 
broader social contract between states and their citizens becomes even more destabilized.

One logical implication is that any nation (or governance institution) hoping to employ AI for strategic 
advantage needs a deeply grounded theory of how it plans to achieve that result that is backed by extensive 
research, experimentation, and the process of learning from experience. Nations that rush into this process 
blindly will both miss the chance for significant efficiencies and court dangerous outcomes. As with my gen-
eral theory of the active state, this isn’t an invitation for central control over every aspect of the process; the 
only way to realize this potential will be through a constant process of entrepreneurial experimentation. But 
governments at various levels can identify key principles and norms to uphold, offer support for experiments, 
set minimal guardrails, share best practices, and, in other ways, do that good catalytic work of an effective 
active state.

The United States needs to be thinking about these issues partly because other countries are already doing 
so. The coming decade will involve a competition among active states—a contest in the pursuit of effective 
governance—to not only gain the most benefits from AI but also promote the broader societal qualities 
essential for national power. China is clearly well down this path. Saudi Arabia and the UAE are staking a 
potential claim to advantage in the AI Era.38 Canada has a sovereign AI strategy. In this context, how well 
governments employ AI to improve their operations—not only for the material efficiency gains but also to 
relegitimize their authority in the eyes of a cynical citizenry—will play a significant role in shaping national 
competitiveness in the coming decade. That effort will inevitably be expressed through the use of AI to 
improve the effectiveness of many social institutions—an imperative that I turn to in the next chapter.
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CHAPTER 9

Effective Institutions

The successful nations of the Industrial Revolution had several major themes in common. Britain, the 
United States, Germany, and Japan each benefited from all seven characteristics of national competitive-
ness, but they were able to take advantage of those factors partly because of one quality in particular—
effective institutions. This term refers not only to formal organizations (such as companies and government 
agencies) but also to the laws and rules of informal norms of conduct and social habits that continue over 
time and shape social behavior, which enable and constrain individual and collective action. In this sense, 
institutions embody the scaffolding for both kinds of agency—of individual citizens and social groups—
that I have been stressing.

A good example of an institution critical to national fates is one of the most fundamental: the rule of law. 
In countries enjoying reliable, nondiscriminatory rule of law, people have a greater incentive to strive for 
success because the odds are that no powerful thug will be able to step in and grab the fruits of their labor. 
Countries with relatively honest and effective public-sector institutions, such as government agencies, gain 
tremendous advantage in a variety of ways. Those whose public sector is ineffectual and rife with corruption 
can’t compete over the long term. In this way and hundreds of others, a society with fairly effective institu-
tions creates the context for national progress. One without them risks stagnation and collapse.

Sustaining effective institutions and figuring out how to refine and sometimes transform them to meet 
the demands of the 21st century are essential pillars in any effort to promote U.S. competitive advantage. The 
question for the United States is the following: How can AI help achieve this goal, and are there ways in which 
it might threaten the effectiveness and coherence of U.S. social institutions?

The characteristic overlaps a great deal with the notion of an active state because well-functioning states 
need to embody good public institutions. But the two concepts are distinct: The idea of an active state refers 
to the catalytic role that governments play in creating the context for competitive advantage. This charac-
teristic of effective institutions speaks to the organizational, normative, and habitual mechanisms that help 
organize social behavior in areas well beyond government structures.

This chapter’s thesis is simple. As with the active state as a broader phenomenon, AI has the potential 
to make organizations—the most tangible form of institutions—more effective and more efficient. But it 
could also make them more peremptory and more remote. Meanwhile, AI’s effects on informal institutions, 
more broadly defined—the norms, codes, and rules that govern social behavior—could be destabilizing. The 
default effect of AI is likely to lean in the direction of further alienation and disempowerment of average citi-
zens, given the existing, unsettled social and political context and the primary motivations behind the appli-
cation of AI, left to the devices of uncontrolled, market-driven adoption. There will be hundreds of success 
stories and powerful examples of AI improving the delivery of services or improving customer interfaces. 
But there is a profound risk that the positive effects of such examples will be overwhelmed by a larger trend 
toward inauthentic, often arbitrary institutional forms and processes.
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Defining the Characteristic of Effective Institutions

One of the tricks in discussing institutions is that many people subconsciously equate the term with 
organizations—tangible establishments, such as a federal department or agency, a foundation, or a university. 
In the scholarly literature on societies and politics, the term has come to mean something much more com-
prehensive. It includes a wide variety of tangible and intangible things—organizations, to be sure, but also 
general principles of social interaction, sets of laws, unspoken norms of conduct, and accumulated habits. 
Institutions are the whole set of such things that help to shape behavior in a society.

The scholar Douglass North did some of the most influential work on institutions and their importance 
to competitive standing. He defines them as “the rules of the game in a society or, more formally .  .  . the 
humanly devised constraints that shape human interaction. In consequence they structure incentives in 
human exchange, whether political, social, or economic.” He has in mind more than organizations. Institu-
tions constitute 

the framework within which human interaction takes place. They are perfectly analogous to the rules of the 
game in a competitive team sport. That is, they consist of formal written rules as well as typically unwritten 
codes of conduct that underlie and supplement formal rules.1 

Another analysis describes institutions in similar terms, with emphasis on the very broad reach of the term:

Institutions are the kinds of structures that matter most in the social realm: they make up the stuff of social 
life. .  .  . [W]e may define institutions as systems of established and prevalent social rules that structure 
social interactions. Language, money, law, systems of weights and measures, table manners, and firms (and 
other organizations) are thus all institutions.2

The term institutions then spans at least three broad categories of components. The first are physical, 
tangible organizations, such as companies, nonprofits, and police departments. The second are formal, set-
tled, agreed-on laws, rules, and standards. The third are informal institutions, including unwritten norms 
of conduct—general socially constructed patterns of interaction, and habits—both in general and within 
specific domains. The sum of these elements has the critical function of shaping social behavior: Institu-
tions delineate the space of acceptable conduct, regulate human interactions, legitimize authority and deci-
sions, facilitate collective action, and (in their more informal varieties) sustain the norms, traditions, and 
values of the community.

Institutions emerge from a process of social construction and are sustained and legitimated by social 
coordination and belief. Physical organizations have buildings, equipment, and resources, but, even in those 
cases, their effectiveness, power, and longevity are determined by the collective engagement with and support 
for the institutions. Institutions, in general, reflect shared meaning as much as tangible and material real-
ity. As a result, trends that disrupt social coherence and belief systems—as AI will do—can have substantial 
implications for institutions.

In the RAND study on the social foundations of competitive advantage, I tried to understand what 
effective institutions look like. I was surprised to find that, in the extensive literature on institutions, few 
authors defined effectiveness with any precision. To a certain degree, it’s common sense—institutions that 
are working well presumably successfully fulfill their duties in a judicious way. But a few more-specific cri-
teria can be helpful in defining effective institutions, whether tangible or intangible. Effective institutions 
are the following:

•  Effectual in achieving economic and political purposes. In the simplest sense, institutions are effec-
tive when they achieve, to a significant degree, the purposes for which they are established.
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•  Respected and followed. To have consistent effects, formal and informal institutions must shape behav-
ior in meaningful ways.

•  Professional. The more-formal organizations, including law- and rule-promulgating ones, will typi-
cally be, at least partly, professionalized—that is, run by a group of people trained in useful techniques 
and who uphold standards and norms that contribute to effectiveness.

•  Objective and rule based. Effective institutions must be grounded in objective rules, standards, or 
norms rather than being arbitrary or subject to corrupt influence, favoritism, or elite bias.

•  Perceived as effective and legitimate. Finally, to serve their broader role of enhancing social coherence 
by competently addressing social and economic challenges, institutions must be perceived as effective 
and legitimate.3

An abundance of research evidence testifies to the connection between institutions defined in these terms 
and competitive advantage. Good formal and informal institutions not only help to smooth social transac-
tions and, thus, promote social stability but also create a better environment for economic activity. They 
build trust in a society and shape behavior in ways that either promote or constrain collective action for 
common purposes. They protect inventions and property and, thus, empower and reward investment and 
entrepreneurship. Dozens of studies validate these relationships and show the importance of institutions for 
such national goals as innovation and economic growth.4

Daron Acemoglu and James Robinson have stressed the importance of a specific kind of institutions—
inclusive ones that offer fair and nondiscriminatory treatment to all members of a society (as opposed to 
extractive institutions, which are used by oligarchs or rulers of some kind to grab resources from society). 
Inclusive institutions, they write, “are those that allow and encourage participation by the great mass of 
people in economic activities that make best use of their talents and skills and that enable individuals to make 
the choices they wish.” Their effects are clear in historical terms: On the one hand, “Egypt is poor precisely 
because it has been ruled by a narrow elite that have organized society for their own benefit at the expense of 
the vast mass of people.” On the other hand, 

Countries such as Great Britain and the United States became rich because their citizens overthrew the 
elites who controlled power and created a society where political rights were much more broadly distrib-
uted, where the government was accountable and responsive to citizens, and where the great mass of people 
could take advantage of economic opportunities.5

Even in promoting this essential characteristic, there are risks. Nations can become overeager in their 
pursuit of institutionalization, producing a society hamstrung by rules, regulations, and bureaucracy and sti-
fled by a straitjacket of conventional wisdoms and orthodoxies. Many scholars have observed the tendency of 
mature, developed nations to become strangled with selfish interest groups, bureaucracies, and rules.6 Many 
studies have pointed to the role of such trends in stifling the development of formerly dynamic societies.7

Beyond formal, tangible organizations, informal institutions—the values, norms, and socially constructed 
public habits and practices—play an equally critical role in setting the context for competitive advantage. 
Scholars have demonstrated their effects in dozens of ways—to take just two examples, extensive research 
has demonstrated the central role of cultural values in determining development outcomes and the effect 
of low-trust societies on economic performance and social stability.8 A nation’s often unplanned, emergent, 
sometimes unspoken norms and values either foster or undermine the other qualities I’ve surveyed—its 
ambition, solidarity, degree of shared opportunity, the functioning of its state, its intellectual environment, 
and the ways in which it benefits from or is handicapped by elements of diversity and pluralism. If formal 
institutions are the hardware of a society, informal ones are its software—the operating system that governs 
many outcomes. And AI’s effects on these less-tangible forms of institutions might be of the most concern.
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AI and Institutions: Efficient Organizations

In terms of formal organizations, AI offers significant promise: It will provide dramatic ways to reverse some 
of the existing trends in excessive bureaucracy and institutional overreach. AI is likely to have these effects 
in several ways.9

One is through promoting basic organizational efficiency and effectiveness in multiple tasks. AI can do 
this by simplifying paperwork; streamlining engagement with customers, stakeholders, or citizens; discover-
ing unknown blockages; and creating efficiencies. LLMs are already digesting whole codes—the tax code, a 
building code, the U.S. federal code—and finding detailed information or suggesting simple principles that 
reflect the spirit of the code, as well as a handful of absolute prohibitions for which safety is at stake.10

Dario Amodei has suggested a second role for AI in enhancing organizations: It could improve not only 
the performance, in terms of efficiency, but also the perceived fairness of various institutions. Although 
it would face a challenge of dealing with some very nuanced and complex judgments, “AI might be smart 
enough for this: it is the first technology capable of making broad, fuzzy judgements in a repeatable and 
mechanical way.”11 AI models could potentially offer the sort of “consistent, stable, dispassionate, intelligent 
agents” operating in a bureaucratic setting that Weber had in mind.12

AI could play this role in all sorts of applications. To take a legal example, a jurisdiction could have three 
LLMs digest all the evidence from a trial and not only offer three independent suggested verdicts or judg-
ments but also lay out the areas of uncertainty and how strongly the evidence supports a given outcome. A 
human judge could then compare them and synthesize the results for an overall decision. In as banal a set-
ting as traffic court, AI could direct lawyers and judges to common-sense results that serve the purpose of 
justice without being unduly punitive. In child-custody cases, AI models programmed to achieve humane, 
objective, common-sense outcomes might help courts avoid needlessly technical and bureaucratic decisions. 
In terms of general operations and strategies for specific interactions, police departments in the United States 
have already begun experimenting with the latest generative AI to discover ways of improving the efficiency 
and effectiveness of their operations.13

If AI generates such results, it could restore some degree of trust in institutions, especially in terms 
of what Anthony Giddens has termed abstract systems. If people perceive that social institutions, such as 
law enforcement, customer service, and medical claim processes, are operating more efficiently and more 
effectively—if the sense of alienation from abstract systems gets mitigated to some significant degree—that 
trend could set the stage for an important renewal of the degree of public trust and faith in at least some 
proportion of social institutions.14

But there’s no guarantee at all that this effect is what we’ll get. In fact, there’s a strong chance that, in terms 
of Americans’ interactions with formal institutions, the transition process will be messy and alienating. Part 
of the problem is that AI models will be deployed in institutional settings to serve the interests of the organi-
zations, not citizens or customers. The goals will be organizational efficiency rather than user empowerment.

One particular danger is that the public sector will lag badly in the use of AI to boost efficiency. Gov-
ernment agencies have neither the expertise in AI nor the budgets to deploy it in broad ways. Another risk, 
raised by Arvind Narayanan and Sayash Kapoor, is that ineffectual institutions will turn to AI to mask their 
failures, without necessarily making things better. They give the example of hiring, which is a process that 
arguably hasn’t improved in decades and is governed by no clear research evidence. Firms have turned to 
consultants offering AI solutions to improve their hiring practices and, sometimes, end up making them 
even more inhumane and arbitrary. This is especially true at underfunded institutions that grab for AI-based 
solutions as an alternative to having the resources to do them well.15

There are also strict limits to the kinds of organizational functions that can be revolutionized by AI. As 
the Amsterdam welfare example demonstrates, decisionmaking and policymaking processes that are ulti-
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mately political rather than technical—in the sense that the choices reflect subjective judgments about col-
liding norms and values that aren’t resolvable through any sort of algorithm—are mostly immune to opti-
mization through AI. An AI model might demonstrate conclusively (as arguably some algorithms and even 
basic math have done already) that it is more efficient to shift Medicare dollars from the last month of life 
to preventive care. But the choice to allow some people to die faster than they otherwise might is a profound 
moral judgment—one in which AI could advise but must ultimately reflect the outcome of a moral dialogue 
in a political community.

In an ideal world, AI would support social organizations by providing amazingly useful advice and func-
tions in support of technical issues that improve efficiency and effectiveness. If an automated system can run 
through the elements of registering a car in five minutes, that’s fantastic; if an AI copilot takes 90 percent of 
the administrative and paperwork burdens off of doctors, that’s a big win. But we still need social institutions 
to create the context and mechanisms to continually manage the tougher questions and political judgments 
that demand balancing multiple goals and values. If the spread of AI were to continue to weaken the institu-
tional foundation for political action, even if it boosts efficiency for many technical problems, it could gradu-
ally poison our ability to come to any stable political judgments on the more important issues. There is a real 
danger that such a process has already begun.

AI and Organizational Fairness

Another way in which AI has the potential to reshape the institutional landscape is by offering tools that 
empower citizens without wealth or power to advocate for and defend themselves against excessive or arbi-
trary organizational power. An essential aspect of the existing bureaucratic landscape is the size, complexity, 
and sometimes bias of large organizations, whether public or private. We are already seeing some evidence of 
ways in which AI can empower average citizens against these monoliths. Such an effect would reshape orga-
nizations most directly but would also likely generate second-order implications for broader social patterns 
and norms.

Take, for example, taxes. People already have access to relatively inexpensive help through large tax prepa-
ration services. For a relatively small fee, people can buy insurance against being audited, with the promise of 
legal representation and expertise. AI models could take this trend to the next level, providing every taxpayer 
with a tax law expert on demand at all times, a chatbot that could go toe-to-toe with any IRS enforcement 
office. AI could also help governments streamline their tax codes.

AI models can protect people against abuse in the legal domain more broadly. Legal disputes are hugely 
influenced by the resources each side can bring to bear: Large corporations have repeatedly crushed indi-
viduals or small groups trying to challenge them by simply outspending them in legal advice. The practice 
became so common that it gained a formal name and suggestive acronym: Strategic Lawsuits Against Public 
Participation (SLAPP). More than 90 percent of lower-income Americans confront civil legal issues without 
any legal assistance, and companies around the world have undertaken hundreds of punitive lawsuits to 
silence critics.16 As one study concluded, 

A growing corpus of literature, including many articles in this volume, has highlighted the particularly 
deleterious effects of legal financial obligations among severely disadvantaged groups, such as those living 
in poverty, people who are unhoused and unstably housed, and those returning from incarceration.17

In theory, if a citizen could call on a small army of AI model-lawyers, the result might be to equalize the 
playing field to a degree.18 Yet there are many barriers to this positive result. AI models might mislead clients 
who are unable to afford high-priced legal help to oversee the models’ advice.19 Large institutions could also 
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use AI, and there’s a risk of uneven access to frontier models and their legal advice—what one scholar has 
called a “two-tiered” system of AI legal empowerment.20 There’s a chance that chatbot-versus-chatbot legal 
actions would free average citizens from some of the financial punishment of the law—but, as with all the 
positive social outcomes we’re encountering, it will require careful choices to make it happen. AI won’t magi-
cally fortify average Americans against massive organizations without a careful tending to the norms and 
rules governing such legal encounters.

Moreover, we’ll only achieve these benefits if someone actually builds AI applications that can do these 
things and, in some cases, if there are policymakers pushing reforms of laws, codes, or institutional rules to 
allow such applications to be used by average citizens. It’s not at all clear that the forces governing AI out-
comes in the United States—or other countries—will fill those gaps. Governments aren’t likely to have the 
expertise or funding to train bespoke models focused on empowerment and wouldn’t necessarily have the 
incentive anyway to strengthen their citizens’ ability to be more aware and more empowered in fighting 
government action. Private firms will be even less prone to serving up ways for their customers to push back 
against decisions, bills, rules, or other corporate decisions.

It is easy to imagine ways in which AI can empower individuals and maximize their agency relative to 
large organizations. One would be a wide-ranging debureaucratization initiative, supported by AI in critical 
ways (but grounded in a significant reform effort) and designed to ease the vise lock of massive, impersonal, 
often predatory organizations on Americans’ lives. But we as a society will have to make the choice for that to 
happen. And it’s just not clear that the leading sources of power and influence in U.S. society (or others) will 
see the need—or have the desire—to make it happen. The overriding power and interests will tilt the playing 
field in favor of pure efficiency and organizational power, not individual agency.

A Leading Danger: Supercharging Bureaucracy and Arbitrary Rule by 
Algorithms

New technologies don’t tend to have egalitarian effects at first, when their financial and other benefits are 
often used to benefit wealthy and powerful individuals and companies that monopolize their early applica-
tion. AI will not be any different: The leading interest of the AI labs or large firms seeking to apply AI isn’t 
to slim down hyper-bureaucratic processes. Take Mancur Olson’s idea about the accumulation of interests in 
mature societies: All those interests will continue to seek special treatment in the form of laws, rules, regula-
tions, bureaucratic capture, and more. They’ll just be using AI to help them do it. In more purely bureaucratic 
terms, a health agency won’t be any more likely to surrender authority over medical rules than it is today. It 
would use AI models to justify and even expand its role, even if some of its rulemaking continues to be arbi-
trary. Someone could be told that they can’t argue with the judgments of the Medicaid Cost Committee—it’s 
advised by AI.

The result could be a stifling amplification of the late modern pattern of bureaucratic control—a hyper-
extension of the ambitions of often impersonal and increasingly algorithm-driven institutions in ways that 
threaten human autonomy and dignity. Part of the problem in many societies today is that detached, often 
arbitrary bureaucracy has substituted itself in the oversight of social interactions for the operation of what we 
would consider authentic operations of social capital. 

It’s very easy to picture organizational leaders, galvanized by the new power of AI, taking up this baton of  
institutional overriding of authentic human social choice. This outcome would be especially likely if advo-
cates of AI can claim that the models can come to understand social processes and causalities in ways that 
human beings never would be able to. Some will argue that we should trade our human organizations with 
AI models for important tasks—the very institutions that we now think of as human collective expressions 
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in the basic operation of society. Rather than the members of the local chamber of commerce or rotary club 
gathering to decide on what local charities best deserve support in the coming year, they might simply turn 
to an AI model to tell them where to give their money, using AI calculations of effectiveness and efficiency. 
The result would be a massive, constraining filter on human agency.

It’s all too easy to imagine what the next phase of AI-energized hyper-bureaucratization might look like. 
Today’s bureaucratic behemoths would persist, along with their rulemaking, regulation-publishing, and 
life-controlling aspects. Only now, they’d be using various AI applications to achieve greater efficiency in 
doing so.

This is likely to involve further entrenching many impersonal and often arbitrary forms of algorithmic 
decisionmaking that have already been deployed—except they’ll have the gloss of superintelligence around 
them. A super-sophisticated generative AI mortgage loan determination engine would issue denials that 
could not be appealed because advanced AI couldn’t be wrong. Semipredictive policing would pull people off 
streets with the assurance that superintelligent AI has calculated the risk they pose.

The problem—apart from the inhumanity of such processes—will be that, as brilliantly as AI models 
might be in calculating various odds and probabilities and combining many forms of data, it will still not be 
able to make the last leap to engage with people as actual individuals and make exceptions to rules, as the 
instinct of the loan officer or the judge might, for example. Even if those instincts are sometimes wrong, the 
idea that, in our social institutions, we are being dealt with as individuals—as unique people being consid-
ered in singular processes—is fundamental to our concepts of dignity and justice. It is precisely when insti-
tutions abstract away from such humanity and impose judgments according to universal rules or general 
probabilities that our humanity is most at risk. Handled badly, AI could pose profound risks of further dehu-
manization and the destruction of autonomous human agency.

In a 2022 article, inspired by the research I did for the project on societal competitiveness, I made an 
argument for an emerging pattern that captured some of the more sinister aspects of this algorithmic control 
when layered on top of hyper-bureaucratization. I called it the rise of “predatory abstract systems”: the fact 
that citizens of advanced nations are increasingly subject to “risks and harassment radiating from a critical 
mass of large-scale systems that operate based on thickets of rules, procedures, algorithms, habits, and laws 
so dense no average American can comprehend them.”21

By this concept, I had in mind organizations and processes of all kinds—public, private, and digital 
media. In that article, I discussed Anthony Giddens’s notion of abstract systems and cataloged the ways in 
which so many such systems impose sudden, immense, often arbitrary power on average citizens. In the form 
of lawsuits, tax judgments, insurance claim denials, and many other mechanisms, abstract systems are now 

not merely constricting or debilitating—they are also, to a significant degree, menacing. They constitute 
a looming background condition of threatening sudden adverse events, punishments, or judgments that 
jeopardize economic and psychological security. 

This accumulating process of predatory bureaucratic behavior, I argued, places at risk 

arguably the central achievement of modern rule of law—the right of autonomous individuals to be judged 
on the merits of their individual cases. As a result, these abstract systems generate an insistent fear of being 
vulnerable and powerless and a resentment that the wealthy and powerful face few such risks.22 

Such effects obviously intensify trends of social alienation and grievance that are already so apparent.
AI has the potential to make such systems less or more predatory, depending on the decisions we make 

about it. The result will have profound implications for the social and psychological qualities underlying 
national dynamism and, ultimately, competitive advantage. If societies can use AI, at least in part, to level the 
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playing field with imposing organizational power, and if citizens actually feel less browbeaten by institutional 
power, the social climate will be more welcoming for the kinds of open-minded creativity and adventurous 
innovations that fuel national power. People will have more allegiance to their nations and motivation to 
work and sacrifice in their interest. But if left to the devices of large institutions as they exist today, the appli-
cation of AI is more likely to serve the goals of strict efficiency in service of productivity or profit rather than 
institutional quality and responsiveness to average people.

AI and the Social Role of Institutions: The Problem of Social Capital

As defined previously, the term institutions—beyond the narrower organizational form on which I focused 
in the previous section—includes the norms, rules, organizations, habits, and other characteristics of a 
society that help set the rules of the game for social interactions. They help organize human relationships. 
They are the code we write that governs our social interactions. The widespread deployment of AI is likely 
to also affect such informal institutions. These effects will play out in dozens of ways, but some lines of 
emerging research and informed speculation point to a few leading possibilities. Taken together, they sug-
gest that—similarly to earlier technology transformations—AI has the potential to dilute the normative and 
ideational mortar that binds societies together and that only with some effort can we assure that it leaves 
healthy institutions in its wake. 

Social capital can be understood as networks and groups in society, “together with shared norms, values 
and understandings that facilitate co-operation within or among groups.”23 Scholars, such as Robert Putnam, 
have been documenting the importance of social capital for years—in his case, studying the post–World 
War II United States.24 Others have found the role of social capital in earlier periods, such as the gentlemanly 
ideals and Victorian standards of behavior in industrial-era Britain.25 When social capital is strong and 
healthy, it provides the essential fuel to social stability and dynamism, providing people with a strong sense 
of belonging, boosting social trust, easing the route to cooperative ventures and new businesses, and more.

There is strong evidence that this critical layer of interaction in U.S. society has frayed and weakened 
over the past half-century. The question is how the growth of AI capabilities and use will affect this trend. 
Some observers have argued that AI could spur greater civic engagement at local levels through such means 
as easing involvement in community decisionmaking and local service recommendations.26 A few very ten-
tative empirical studies have found that increased use of AI actually makes people more likely to engage in 
offline forms of social engagement, thus building social capital.27 If AI models indeed improve institutional 
efficiency in public services, they might strengthen citizen engagement.

Yet there are also reasons to expect more alarming outcomes. AI could attack social relationships and 
the community organizations that facilitate them by substituting for dozens of face-to-face institutions that 
provide the forge for social capital and allow—or even encourage—people to avoid the difficulties of human 
contact in favor of virtual relationships. Why join a club when a set of AI bots provides lower-friction rela-
tionships? Why bother with exhausting, acrimonious negotiations through a homeowners’ association when 
AI can simply spit out proposed resolutions? Once we have super-realistic chatbots that can be our friends, 
therapists, and colleagues, would people have a need to go to the local rotary club to build social capital? A 
few initial studies have highlighted precisely this danger—that AI could eventually substitute for key institu-
tions that build social capital.28

Moreover, the institutions that underpin social capital rest on a foundation of emergent, socially con-
structed norms and values. Social capital is just that—social—not merely in a descriptive sense but in its 
origins and constitution. It serves its purpose only when it reflects the results of true engagement with other 
human beings. Social capital embodies the accumulated experience of human interaction, not merely a set of 
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material organizations or formalized rules. Its institutions arise from the history and traditions of a specific 
place and time.

The widespread substitution of AI for human social processes could thus undermine social capital by 
thinning the authentic interactions on which it is based. Olivier Roy has discussed the potential for AI to 
exacerbate the crisis of culture precisely for this reason. “Algorithms,” he notes, “function solely by com-
paring big data sets from a strictly statistical standpoint: they pay no heed to genealogies of meaning, to 
cultural allusions or to past history. They do not perform an archaeology of knowledge.” As a result, “this 
type of research can dispense with the human sciences because it no longer needs a theoretical apparatus. 
It is enough, at least on the surface, to observe correlations and regard them as constants.”29 In such an AI-
mediated information space, “[k]nowledge is no longer a corpus that is the product of a history. Knowledge is 
‘flattened’ because it is cut off from its own history.”30

The RAND study on the elements of societal competitiveness emphasized the importance of a balance 
between the open-minded intellectual adventurism that supports a learning and adapting society and the 
stable norms, values, and forms of identity that provide ballast to a society, even as it rolls forward—qualities 
that turn out to be essential for the accumulation of social capital. 

In the case of a learning and adaptive mindset, from the standpoint of competitive advantage, a soci-
ety’s openness to change must be balanced against the need for strong traditions and norms that provide 
a stable sense of national identity and ballast against a changing world. The lack of any unifying tradi-
tion can destabilize a society and create weakness in other traits. In this sense the characteristic of learn-
ing and adapting trades off with another one of our nominated sources of competitive advantage—a uni-
fied national identity. That characteristic inevitably demands some degree of orthodoxy—certainly some 
traditions—that will end up constraining the full play of intellectual freedom in some ways.31

The United States (among other countries) has experienced so much social and political turmoil over the 
past decade partly because Americans have begun to get this balance very wrong. The new, the relative, the 
digital and simulated, and the forces of change (as opposed to tradition) have all become incredibly power-
ful in ways that surely have helped unmoor people from a solid sense of identity. Another systemic tension 
afflicting modern societies is what scholars call an ontological crisis, referring to a person’s sense of being in 
the world, the “need to experience oneself as a whole, continuous person in time—as being rather than con-
stantly changing—in order to realize a sense of agency.”32 Such disruptions often emerge when people’s basic 
understanding of reality is shaken, and this happens in part by weakening tradition and the communal basis 
of identity.

A society in the grip of an ontological crisis tends to produce political movements heavy on nostalgia, 
tradition, and orthodoxy. People are looking for solid reassurances as a tsunami of change washes over them. 
If AI further destabilizes the information environment in the United States and, at the same time, seems to 
be accelerating the processes of intellectual exploration and adaptive experimentation to a pace that people 
simply cannot comprehend, the result could be an even more comprehensive ontological crisis that would 
generate very dangerous political movements.

In Chapter 6 on shared national identity, I raised that peculiar idea of a hybrid human-AI society. Such 
a future social pattern could have profound implications for social capital: Would we have to measure its 
health in terms of social interactions among human beings and AI models and agents? Would we assess the 
effectiveness of institutions in promoting social capital in terms of this hybrid conception of society? Nothing 
about that is clear, but it does make it clear that widespread use of advanced AI will massively complicate the 
process of judging and ensuring institutional effectiveness.
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Summary: Real Potential, Unclear Prospects

The potential exists for AI to achieve major new efficiencies and to redesign institutions in impressive ways. 
But transformative institutional improvements will not be achieved by AI alone; they will require a wider 
agenda of reform. Bigger and essential change—addressing the need for a revolution in governance models—
will come about only if the emergence of AI is combined with a broader commitment to institutional reform, 
the popular trust in such a process, and the political will to achieve it. Getting tools to reinvent institutions 
won’t do much good without a motivation to use them. Simply put, if we want a process of AI deployment that 
makes institutions more efficient and more effective but also less predatory and more human, we will have 
to fight for that outcome. Sustaining lasting competitive advantage, thus, demands close attention to how we 
embed this powerful new tool in the human institutions that organize and mediate our societies.
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CHAPTER 10

A Learning and Adapting Society

Of all seven characteristics highlighted in the RAND study on the societal foundations of national competi-
tiveness, the one that impressed me the most—and which sat at the hub of the study’s overall model of com-
petitive advantage—was also the most abstract and hard to define: We called it a learning and adapting soci-
ety. This quality embodies an intangible yet absolutely essential combination: powerful intellectual energy 
and the capacity to use new ideas to adapt to changing circumstances.

For a general sense of this quality, think of a nation with a vibrant intellectual environment, having bril-
liant scholars and researchers pushing the boundaries of various fields. It enjoys a climate of openness to 
unusual and unpopular ideas, supported by strong university and research sectors. A powerful competitive 
drive, especially in the private sector, underpins a constant stream of experiments and variations on old strat-
egies and a sense of adventurous intellectual ambition. Networks of science, research, and analysis create a 
dense and mutually reinforcing ecosystem of thought.

Now consider the inverse example: Imagine a society shackled by strict orthodoxies of thought, which 
tend to mock or punish dissenters and those with revolutionary ideas. It is a country without a strong intel-
lectual tradition that has a weak higher education and research sector and a political and social environment 
built on the idea that strict adherence to tradition is the route to national strength. Over the long term, one 
of these societies is going to be competitive, and the other isn’t.

We see versions of these colliding patterns in nations throughout history. On the positive side of the 
ledger, you have Britain in the early Industrial Era, the United States in 20th century, the Italian Renaissance 
city-states and the Netherlands during their respective heydays, Meiji Japan, and elements of some periods 
of Ming and Song China. On the negative side, there is the late Ottoman Empire, China and Japan during 
their periods of self-imposed isolation and domestic repression, and the Soviet Union, especially in its twi-
light decades. 

In one sense, the implications of AI for this characteristic would seem wholly positive. Frontier models are 
already creating new ideas in several areas of science; even in business, practitioners and scholars are find-
ing that such models can outperform humans in dreaming up new ideas. Having many models to throw at a 
problem ought to generate far more learning than humans alone could have achieved. In their quick advance 
and potential for self-improvement, AI models embody the principle of adaptation, and they could fuel it in 
tremendous ways as they generate and validate new approaches to problems.

But as with all these characteristics, things will not be so simple. People and organizations are likely to 
apply AI models in support of many forms of learning and adaptation. But the road from there to a society 
that reflects those qualities is less direct. There is a very strong risk that AI could hollow out the authentic 
human reflection of these qualities. In this chapter, I define the quality of a learning and adaptive society, 
discuss the ways in which AI is already supercharging that quality, and describe the very real risks that a gen-
eralized use of AI poses to the character of learning and intellectual ambition in a society.



A New Age of Nations: Power and Advantage in the AI Era

132

Defining the Characteristic of a Learning and Adapting Society

The characteristic of a learning and adapting society essentially refers to the creative, innovative, and adap-
tive qualities of a nation. As the 2022 RAND study put it:

Highly dynamic and competitive nations are typically thirsty for new ideas and are excited, rather than 
intimidated, by fresh policies and approaches. They cultivate networks of scientific and intellectual discus-
sion and debate and both allow and support the widespread public sharing of new knowledge. They apply 
learning in practical ways and continually reassess their ways of doing business. . . .

The essential building blocks of this characteristic include a habit of intellectual curiosity and investiga-
tion; the capacity for open debate and dialogue, even if constrained in some ways; the existence of formal 
mechanisms of analysis, investigation, and debate in social institutions; [a strong] national tradition and 
historical experience of adaptation in the face of learning; and a societal habit, and structures, oriented to 
the implementation of the fruits of learning.1 

Such qualities produce a society dedicated to learning and determined to implement new concepts and dis-
coveries for competitive advantage.

This spirit is evident across the key sectors of dynamic societies. One is the quality and reach of the edu-
cation system, especially at university levels. Another is the strength of what can be described as the research 
sector, such as corporate R&D labs, university scholars, and think tanks—its size, its level of influence and 
respect in the wider society, and the degree to which its findings get picked up and used for national advan-
tage. A capacity for adaptation can, sometimes, be found in the protean quality of firms and organizations: 
Do they regularly reinvent themselves by engaging in business model transformations rather than getting 
stuck in rigid, ossifying strategies and structures?

In societies reflecting this quality, historians have found one especially interesting common feature: rich 
and healthy networks of learning and debate among experts. Individual Einsteins can prompt discoveries 
in some specific fields, but the real progress of understanding—and the applied knowledge that eventually 
produces economic value—comes through shared ideas. The importance of both intellectual and economic 
networks of exchange is a major theme of many works on the economic emergence of the West after 1500. 

In many ways, this characteristic reflects the spirit of a healthy intellectual environment that the jour-
nalist Jonathan Rauch has called the “constitution of knowledge.” He has in mind an ongoing, networked 
conversation, grounded in empirical claims about reality, in which “no one has the final say” and “no one has 
personal authority.” It’s a persistent, tough-minded, roiling search for the truth in which correct claims win 
out. The result is what Rauch calls a system of “organized social persuasion,” one that relies on networked 
debates and discussions. The primary assumption of this system, he adds, is that “you cannot make knowl-
edge except through the marketplace of persuasion and its multiple layers of checking and vetting.”2 Such a 
process of truth discovery demands a commitment to learning and a drive to discover new facts, an open-
minded willingness to have those discoveries debated and discussed, and an actual network of discoverers 
who are constantly sharing, supporting, and debunking new claims.

But a strong commitment to learning and intellectual discovery is only the first half of this characteristic. 
The other is adaptiveness—a willingness and ability to evolve, change, and refashion habits and institutions 
as knowledge advances. Adaptation occurs when the fruits of learning and experimentation generate new 
technologies but especially new institutional forms, governing approaches, and even social structures. The 
core spirit is that same sense of adventurous open-mindedness to new ideas and their implications.

Edmund Phelps has described the nations that flourished in the Industrial Revolution in very much these 
same terms. Those societies emphasized innovation, creativity, a 
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drive to change things, the talent for it, and the receptivity to new things, as well as the enabling institu-
tions. Thus dynamism, as it is used here, is the willingness and capacity to innovate, leaving aside current 
conditions and obstacles.3 

Rigidity, entrenched interests and institutional forms, and path dependence are the enemies of these quali-
ties. All this is closely connected to a parallel source of competitive advantage: A learning and adapting 
mindset can be envisioned as a version of national ambition and willpower applied to the pursuit of knowl-
edge and active adaptation to that learning.

This characteristic of a learning and adapting society generates competitive advantage in many ways. 
Nations benefiting from it fuel innovation and growth and remain nimble, preventing rigid orthodoxies that 
risk long-term stagnation. They engender a global gravitational pull that creates power and influence outside 
their borders, partly by putting the country at the center of networks of intellectual advance. This trait mag-
nifies every other one of the societal foundations of advantage—focusing national will on productive ends, 
nurturing an intellectual climate in which opportunity and diversity flourish, and giving institutions the 
mindset to perform.

AI as Fuel for Creativity and Learning

Advanced and eventually superintelligent AI holds tremendous potential to promote key elements of a learn-
ing and adapting society. It is likely to supercharge all kinds of learning in profound ways, from complex 
research tasks to basic education. Through its ability to undertake thousands or millions of experiments and 
create simulated worlds to test ideas, it is also likely to become a tremendous source of adaptive energy.

Start with the obvious connection: education. The reach and effectiveness of education doesn’t always 
move in lockstep with a society’s ability to learn and adapt. But the most agile nations of the modern era 
have tended to share one trait—broad, high-quality education, especially in their universities. AI could now 
remake education in ways that unleash fresh waves of intellectual discovery. 

There is already decent evidence that AI could transform learning across all ages, domains, and aspects—
one-to-one, personalized, endless explanations; instant video illustrations; whatever delivery formats the 
user prefers (words, audio, video, or a combination thereof)—leading to a dramatic shift in the creation of 
skilled human capital. This effect would be especially pronounced in higher education, in which AI is begin-
ning to push the frontiers of knowledge and provide important new capabilities to university research teams. 
AI models are already producing new insights in such areas as physics, biology, and the treatment of major 
diseases. This outcome is basically inevitable: AI will provide a tremendous jolt to learning in most areas of 
human endeavor.

AI will also boost the intellectual energy in society through the basic generation of ideas. AI is already 
starting to spit out new scientific theories, new technologies, new business models, and much more at a fan-
tastic pace. AI-generated business ideas often stand up reasonably well: As I mentioned in Chapter 2, Ethan 
Mollick’s experiments show that LLMs significantly outperformed students in his class in generating ideas 
for businesses in the view of invited expert judges.4

Others have produced similar results. One study tested human versus AI creative outputs in business-
related ideas, such as a new smartphone app. The authors found that, as rated by test subjects, GPT-4 could 

generate creative ideas that are rated as more creative than those generated by human creative professionals 
incentivized for performance. Furthermore, [the authors] showed that the model’s superior performance 
can be attributed not only to creativity in form (i.e., using more unusual language), but also to creativity in 
substance (i.e., the ideas themselves are more creative).5
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The literature on AI’s role in creative pursuits is immense.6 I was surprised to find that scholarly assess-
ments of this issue go back decades: Even in the early days of AI, researchers were already wondering how it 
could be used as an imaginative engine and what forms of human creativity it might replace.7 Much of this 
literature focuses on classic creative fields, such as art and music, but AI can be employed to boost creativ-
ity in many sectors of the economy and society. Architects will use it to conjure innovative designs. Graphic 
design firms will discover new approaches to jobs. Advertising copywriters will generate 15 versions of a 
pitch. Any business function that involves some degree of open-minded creative thinking will benefit from 
AI copilots and, eventually, agents that can take a job from beginning to end.

Other studies have found that human-AI teams wrote more-creative poetry than humans alone,8 that AI 
copilots increased the creativity of telephone salespeople (especially more skilled ones),9 and that LLMs are 
beginning to match human results on widely used tests of creativity.10 A fascinating study from 2024 com-
pared human-AI teams to human-only crowdsourced ideas for business ideas. It found that “while human 
crowd solutions exhibited higher novelty—both on average and for highly novel outcomes—human-AI solu-
tions demonstrated superior strategic viability, financial and environmental value, and overall quality.”11

From its effects on education and scientific research to its role as knowledge copilots for many people in 
society, AI can spur the advance of knowledge in many ways. As it begins to have these positive effects, it will 
be a powerful boon to human intellectual agency, empowering researchers, educators, students, and others 
to pursue their interests and make fresh discoveries.

But these great potential advantages only reflect half the story. The same theme emerges in issue after 
issue: AI won’t just create changes on the margins of social trends. It will reshape societies in profound 
ways—their structure, how they operate, the essence of social relationships, and much more. In these broader 
ways, AI poses the risk of disrupting and poisoning the knowledge environment of societies in ways that 
would undermine the learning qualities of nations. AI’s potential to spur learning and adaptation could be 
overwhelmed by its effects on society as a whole. This is, after all, to some degree what we’ve seen with the 
computer and information revolution more broadly: immense capacity for intellectual advances and a society 
increasingly fragmented by an epistemic crisis and alienated and divided by social media.

AI, Experimentation, and Adapting to a New Era

AI won’t just fuel learning—it will improve a society’s capacity for adaptation. Its greatest strength may be 
as an engine of experimentation, enabling organizations to imagine and test new concepts, business models, 
and strategies. Most of all, it broadens the range of questions people can ask—and the answers they can 
explore. Especially when combined with other technologies, such as advanced manufacturing techniques, 
AI will also boost adaptation by speeding the delivery of new innovations to market or society. A business or 
government agency could go from idea to prototype to production in a matter of days, using the models to 
do a lot of intervening work, such as testing certain designs in a simulated environment. As 3D printing and 
nanotechnology manufacturing continue to advance, the combination of advanced AI and advanced manu-
facturing will allow organizations to complete entire development and production cycles in incredibly short 
periods, empowering the nation and institutions in it to react far more quickly to changes in the environ-
ment, whether in the marketplace or military technology.

If properly employed, AI will also spur a whole new systemic capacity for adaptation throughout a society. 
Its forecasting ability can help anticipate potential changes. Its ability to generate new strategic concepts and 
plans can fuel a much richer pipeline of adaptive ideas. As it acquires the ability to simulate policy outputs, it 
will be able to help governments and private-sector actors test the results of various options. The result will 
be a nation with a turbocharged adaptive capacity.
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The Risks: Our Epistemic Crisis and AI

So much for the promise of AI in promoting this characteristic. What are its risks?
One of the main challenges in shaping AI’s societal effects is that this revolutionary technology is arriving 

at a time of worsening alienation and social stress. As I argued in Chapter 1, these dangerous trends manifest 
in various ways—deep inequalities, a generalized sense of a world out of control, a loss of autonomous agency, 
and declining faith in major institutions. But arguably the most important single cause of social instability is 
that information environments in developed and developing societies alike have become poisoned with pro-
found levels of misinformation and disinformation, even as the mediating functions of traditional authorities 
have been collapsing. The result is what some have referred to as an epistemic crisis—a crisis in our develop-
ment and consumption of information and ways of understanding our world.

Jonathan Rauch made this case in his 2021 book The Constitution of Knowledge. Many separate but cumu-
lative trends are disrupting the marketplace of ideas, to the point that U.S. citizens—and citizens of many 
other countries—are losing a collective sense of reality. Active purveyors of misinformation, the “troll epis-
temology,” and cancel culture have all played a role in this process, Rauch thinks.12 The harsh reality of 
social media (and, increasingly, traditional media) regularly generates outright assaults on those trying to 
seek truth. All this constitutes a mortal threat to the principles of an effective constitution of knowledge—
an agreed-on set of principles for discovering, sharing, and objectively assessing new knowledge about the 
world—which is the beating heart of a learning and adapting society.

The corruption of information environments and the ebbing of any sort of common picture of reality 
pose a chilling danger to a learning and adapting mindset. The question is how AI might reshape this trend. 
Would it be likely to accelerate, cure, or have some other effect on our epistemic crisis?

So far, the evidence of AI’s emerging relationship to misinformation and disinformation is decidedly 
mixed.13 There’s already substantial reason for worry that AI will exacerbate some of media’s worst ten-
dencies. Plenty of individuals and organizations are using LLMs to spew out fabricated information. Some 
fact-checking and disinformation-battling groups have begun to experiment with AI tools but appear to be 
having only mixed success.14 A prominent 2024 report suggests that an LLM-based chatbot was more effec-
tive than humans in pulling people away from conspiracy theories—but that’s only one study, and I’m quite 
sure that we’ll soon see others showing how other chatbots drew people toward conspiracies.15 Armies of AI 
agents conducting highly sophisticated propaganda campaigns are already appearing in limited ways.16 In 
more prosaic ways, millions of people will use AI—and are already using AI—to generate bespoke, manufac-
tured information for their own purposes. One worrying example is in the courtroom, in which AI generates 
fake evidence.17

Using AI to salve our epistemic crisis also requires something that is in short support in our information 
environment today: trust. Expanding sources of information have paralleled many failures in governance 
and other signals of foolish institutions, greatly diminishing public faith in many institutions (including 
information dispensers and mediators, such as universities and the mass media), as we have seen. People 
don’t just have more sources of data; they have lost their trust in the nodes in our society that previously 
would have created that shared epistemic picture. 

In such a world, it’s not clear that people would trust even superintelligent AI. Many will be put off by the 
fact that nobody really knows how it works: The black box inside a model isn’t a reassuring picture to paint 
in an era full of technocynicism and conspiracy theories. Many people would probably assume that model’s 
statements can be programmed, even if AI developers try to explain that these results are inherently emer-
gent and unplanned. This would leave the field free for those who want to manipulate perceptions to use AI 
to generate misinformation.
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The result could be to cleave human beings from their epistemic roots—to create some mediating layer 
of algorithmic processing that’s responsible for much of our intellectual exchange and learning. If we out-
source our understanding of our social world to AI—and become intellectually passive in the bargain, partly 
because we simply can’t comprehend how AI is generating its magical findings—this would surely sap energy 
from our information environment.

We’re already seeing cases of a related AI-based threat to the public sphere: AI-empowered harassment 
designed to silence people of differing views. Even in the social media era, the scholar Sherry Turkle notes 
that “people who use social media are less willing to share their opinions if they think their followers and 
friends might disagree with them. People need private space to develop their ideas.”18 AI can empower broad-
based campaigns of provocation and attacks—generating large numbers of social media posts, manufactur-
ing faked audio and video clips or invented documents—to scare people away from the marketplace of ideas. 
If the public sphere becomes a battleground of vicious harassment, the quality of public debate, and the learn-
ing and adaptation it produces, will be badly undermined.

Killing the Impulse to Learn: Cognitive Off-Loading

Another way of putting this is that AI poses a threat to autonomous human intellectual agency, even as it 
holds the potential to promote it; in other words, it might promote a generalized cognitive laziness. As human 
beings increasingly step aside to allow AI to do the intellectual work, it is not clear what residue will remain of 
true human knowledge-seeking, at least on issues of collective interest and concern. Sherry Turkle’s research 
on people’s interaction with technology suggests that greater dependence on digital and virtual sources of 
information and crutches for cognition undermines people’s interior lives and, perhaps ultimately, their 
ability to think creatively. For people who have had intense digital diets, research suggests that they “are 
uncomfortable if left alone with their thoughts, even for a few minutes.” One experiment showed that people 
deprived of their phones became so intensely bored that a certain percentage of them were willing to deliver 
small electroshocks to themselves to fill the time.

All this highlights a particular danger. In the AI Era, if people become ever more cocooned in their 
engagement with information, their capacity for open-ended learning and creative thought will diminish. 
In previous chapters, I mentioned research on the temptation to let AI take the wheel and to adopt the pas-
sive mode of an observer. That same phenomenon, combined with more people spending time engaged with 
digital devices rather than alone with their thoughts, could eat away at the motivations for learning and the 
sources of creative thinking. Evidence is accumulating to suggest that people using advanced AI might tend 
to increasingly put their brains on autopilot and let the models do the cognitive work.19

This has to be one of the most significant dangers AI poses for the intellectual energy of a society: It seems 
almost designed to generate an extreme version of what some experts call cognitive off-loading, a process 
whereby we allow technology to do our mental work for us: navigating a city, making a list, proofreading an 
essay, doing addition, and so forth. “In study after study, scientists have shown that people who regularly rely 
on digital help for some tasks can lose capacity to do them alone.”20

This is an especially great risk for younger people, whose cognitive development depends partly on 
encountering and undertaking thousands of demanding cognitive tasks. Studies have shown that students 
who take notes by hand, for example—and have to put themselves through the cognitive task of handwriting 
and summarizing—learn better than those who type out their notes. And soon, even personal note-taking 
will seem passé when an AI model can take a class transcript—or a book, essay, or podcast—and summarize 
it.21 Millions of students are of course already using it for precisely these purposes. Arvind Narayanan wor-
ries that “[r]eading for obtaining information is getting intermediated by chatbots.”22
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We are in the very early stages of this shift, so I think that people underappreciate the magnitude of what’s 
coming. It’s not just that AI is replacing traditional web search. Even when it comes to reading news articles, 
business documents, and scientific papers, 

the vision that technology companies are pushing on us is AI summarization + synthesis + Q&A. . . . It’s 
a tradeoff between speed/convenience and accuracy/depth of understanding—the same tradeoff that was 
once offered to us when it became possible to search the web to look up a quick fact as opposed to reading 
about the topic in depth in an encyclopedia. 

Just as most people in most cases prefer a shallow web search over deeper reading, most people in most 
cases will prefer AI-intermediated access to knowledge. Traditional reading won’t disappear, but people 
will do it vastly less often, except in hobbyist reading communities and professions where traditional read-
ing is needed.23

This kind of passivity, combined with the way in which AI generates findings, has the risk of thinning 
out the reach and creativity of a society’s intellectual exploration. Most leading AI models are trained on the 
same data and often generate fairly similar answers to questions. The more people and organizations rely on 
it for learning, the more it might actually serve to suppress the long-term operation of a competitive market-
place of ideas in a society.24 A 2024 essay surveyed many studies and concluded, 

A growing body of literature on generative artificial intelligence reveals a surprisingly consistent stylized 
fact: when people use generative AI tools, the set of content they produce tends to be more homogeneous 
than content produced by more traditional means. Across a wide range of domains including peer review, 
writing, digital art, and survey responses, access to generative AI tools (GAITs) leads to less diverse out-
comes. Researchers refer to this phenomenon—where the use of similar or identical underlying AI tools 
lead to convergence in outcomes—as algorithmic monoculture or homogenization.25

The scholar Konrad Lachmayer argues that AI “monopolizes both the language and the way of thinking 
represented. Instead of relying on the plurality of people, a linguistic and legal monoculture is created.”26 If 
AI users aren’t careful, they might generate very similar strategies to their opponents or generate easily antici-
pated approaches that don’t offer novel competitive ideas.27

It would seem (as I’ll argue in the next chapter) that AI could be asked to sidestep this risk; users could 
request a variety of answers, some of them unusual or counterintuitive. In my experience at least, this doesn’t 
always generate very satisfying results: Often you still get strikingly similar answers. Ideally, of course, work-
ers, students, researchers, and others wouldn’t off-load all the needed adaptive creativity to AI—they’d work 
alongside it and become more empowered themselves (which is one reason many persuasive assessments 
suggest that the AI Era will demand more cognitive complexity on the part of workers—people who are able 
to engage creatively with these tools, deeply understand their operations, think critically about outputs, and 
bring their own insight and imagination to the process).28 But the danger of passive off-loading of intellectual 
demands is clear.

So is the risk that AI will threaten the social foundations of learning and the intellectual process that 
underpins adaptation. Individuals can generate ideas, but ultimately—as such scholars as Joel Mokyr have 
shown—true sustained social dynamism is a collective project, one spurred by the intersection of knowl-
edge and concepts and the ways in which networks of creativity emerge and feed into large-scale scien-
tific advances and technological innovation. True advances in learning come from clashes, arguments, 
cooperations—intense dialogues and debates that test new ideas and discover new connections. As Mokyr 
puts it, “Cultural evolution of any kind, then, consists of social learning and persuasion.”29 I argued in Chap-
ters 6 and 8 that AI poses dangers to social coherence and solidarity. If it indeed has these effects—if people 
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become even more isolated and divided, stuck in their silos of information and chatbot relationships—the 
result will threaten both learning and adaptation.

Summary: The Benefits Are Likely—But the Risks Are Profound

Of all the potential benefits of AI across the characteristics that I surveyed, its contribution to intellectual 
advances and the general quality and speed of social learning seems already to be one of the safest bets. 
Advanced AI, among other technologies, is an unprecedentedly powerful machine for understanding our 
world and making sense of the connections in it. Nations that develop and implement it in world-leading 
ways stand to gain a very significant competitive advantage in this sense. That advantage might accelerate in 
the years ahead as more-intelligent AI, approaching and perhaps exceeding the threshold many have referred 
to as superintelligence, builds on itself and begins generating an ever-larger number of insights.

AI can also contribute greatly to a nation’s capacity for adaptation. Just as it is a learning engine, advanced 
AI will be an incredibly powerful source of new idea generation, experimentation, and simulated trial and 
error and facilitator of rapid production in ways that grant significant competitive advantage to any nation 
that beats others to the punch.

But these benefits will surely be accompanied and, to some degree, offset by risks that AI poses to our 
collective and individual intellectual environment. AI is likely to worsen, at least in some ways, the epistemic 
crisis being faced by many societies in ways that weaken our ability to reach scientific, social, or political con-
sensus. To the extent that advanced AI models substitute for deep human thinking and theory-building, no 
matter how intelligent they might be, they will damage our long-term intellectual capacities.

What’s at stake in these effects, across the range of AI’s implications for the sources of national competi-
tive advantage, is the fate of autonomous human agency as we’ve known it. That’s as true for the areas of 
knowledge and adaptation as for national ambition, willpower, unity, or shared opportunity. AI can set the 
context for incredible new levels of learning and effective adaptation. But it can also cause people to slink 
to the sidelines of our epistemic life, take what AI says on faith, and stop searching for our own answers. 
Anyone who has used these models can appreciate the lure: For example, I have asked AI for summaries of 
theories, frameworks to assess an issue, the most important critiques of an argument, or even several strat-
egies to achieve a goal. We ask an AI model and, presto, there is a well-structured and seemingly accurate 
response. The urge to begin copying and pasting—as opposed to using the response as a prompt to individual 
exploration—is intense. For people in contexts in which the intellectual exploration is externally mandated 
rather than intrinsically prompted (such as most college students), the need to retain intellectual agency 
won’t be nearly as powerful. In terms of adaptation, organizations and communities will increasingly be 
given ready-made policy options that offer an easy answer to their challenges.

Good outcomes won’t happen by accident. In the information space, as in other domains, troubling exist-
ing trends and powerful incentives for mischief mean that the AI Revolution is certain to pose major chal-
lenges. Societies will emerge from this transition as healthier, more-unified, dynamic engines of competition 
only if they decide to do so—and make sometimes controversial, painful compromises and investments to 
get better outcomes. Again, we see that fundamental theme: AI will deliver the kind of society—and the 
degree of social competitiveness—that we decide to ensure.
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CHAPTER 11

Competitive Diversity and Pluralism

Many of the most prominent historical cases of vibrant, influential great powers reflect some version of the 
same social profile. In addition to providing opportunity for a larger proportion of their citizens than com-
petitors, these dynamos tended to benefit from complex and varied populations and political structures. How 
this looked varied throughout history, but the most-competitive nations tended to boast a significant amount 
of diversity (in many forms, not just the categories most commonly associated with that term today) and some 
degree of pluralism (a variety of competing power centers and levels of governance).1

This phenomenon can be seen as far back as Ancient Rome, which was remarkably heterogeneous and 
open to people from its conquered provinces (to the point that some emperors were foreign-born men) and 
had a highly federated governing structure of provincial governors enjoying immense autonomy. The same 
pattern cropped up in Italian Renaissance city-states, which, although not broadly diverse in modern racial, 
ethnic, and gender terms, nonetheless embodied a social structure that integrated the skills and perspectives 
of businesspeople, military leaders, artists, writers, craftsmen, and many other professions and that was fairly 
open to people from outside their borders—and actively competed to attract the best of them. The modern 
United States, with its combination of widening of opportunity to a broader range of the population, a popu-
lation continually leavened with immigrants, and a highly pluralistic system of governance, may reflect the 
leading example of these benefits.

The historical record supports a general proposition: Nations that enjoy many distinct sources of ideas 
and human capital and a proliferation of governing levels have a competitive advantage.2 But this charac-
teristic comes with more qualifications than the others. Many ethnically, racially, or linguistically homog-
enous nations have pushed to the top ranks of great powers and achieved tremendous competitive leaps, as 
China is doing. Some nations with very strong central governments and less-obvious pluralism have done 
well. It’s also easy for diversity and pluralism to run out of control and collapse into a disruptive—and even 
hazardous—degree of social disunion.3 In organizations and societies, diversity creates tensions and chal-
lenges, even as it offers benefits.4 Some research on the direct economic value of diversity per se, in the 
absence of other factors, has found mixed results.5

Still, on the whole, the evidence supports the idea that social variety, in the form of various kinds of diver-
sity and political pluralism, offers long-term competitive advantages, which I describe in this chapter.6 Social 
variety alone doesn’t deliver competitive advantage in the form of improved innovation, economic perfor-
mance, or any other measure. This quality requires support, including such things as shared opportunity to 
lever out the ideas and talents of a diverse population and effective institutions to regulate the operation of a 
diverse and pluralistic society. But variety in social and political composition seems to enhance the engine of 
ideas, talent, and willpower that underpins competitive advantage, especially over the long term.

There are ways in which AI could strengthen the benefits of social variety, but its effects could also exac-
erbate their fragmenting risks. And the United States could confront a bizarre possibility in this domain: 
whether AI will bring U.S. society the power to achieve the advantages of diversity and pluralism without 
their reality.



A New Age of Nations: Power and Advantage in the AI Era

142

Defining the Characteristic of Competitive Diversity and Pluralism

This characteristic combines two related but somewhat distinct elements. The first is diversity, understood 
in very broad terms—not just the categories that have become politically contested. As I put it in the 2022 
RAND study, I conceived of this quality for the purposes of that analysis as

the level of overall variation in a society—not only in terms of gender, race, ethnicity, sexual orientation, 
and so on but also in every other way that diversity can be defined. This can include a wide range of edu-
cation, training, career paths, and skill sets; people from geographically distinct parts of the nation with 
different cultural traditions and even languages; and people with divergent major experiences (military 
service versus creative arts, for example). The inverse of diversity would be a largely homogenous society.7

The second component is pluralism, a quality that has both political and social aspects. Politically, plural-
ism refers to the degree to which a society “has overlapping sources of authority, rulemaking, and governance 
and the degree to which its people value, and tolerate, multiplicity.” More broadly, in encompassing social 
terms beyond government structures, pluralism highlights “the degree and health of civil society, strong and 
multifarious public and private institutions”; a healthy pluralism “creates an environment in which people 
tolerate differences in allegiance or membership, rather than viewing other social groups with suspicion and 
disdain.”8 In both senses, the concept refers to contests for power among multiple interest groups in society, 
none of which dominates policy outcomes and all of which are pursuing their own independent goals. Plu-
ralism thus has two components: One is structural, in the levels of governance that exist in a society; and the 
other is procedural, in the opportunities that those overlapping structures give for people in the society to 
claim rights and opportunities. Both embody a collision of preferences and power among interests in society.

The essential quality captured by this characteristic as a whole has to do with societies that embody multi-
ple sources of ideas, innovation, and other elements of national dynamism. Nations with high levels of social 
variety have richer and more expansive sources of technological, economic, social, and military energy. Once 
that landscape is in place, a potent degree of competition among social actors is a big part of the mechanism 
by which diversity and pluralism deliver competitive benefits.9

Multiple historical case studies demonstrate how diverse and pluralistic societies gain competitive advan-
tage over more homogenous and centralized ones. The RAND study cited significant modern evidence for 
the competitive values of diversity by creating an environment that generates richer and more creative ideas, 
for example. In terms of pluralism, the historian Walter Scheidel has pointed to the value of a more dispersed 
power structure, such as emerged in Europe’s competing state system in the period after the Roman Empire. 
Such fragmented and pluralistic contexts absolutely had significant short-term costs of instability, such as 
recurring wars among the countries. But it had profound long-term advantages in creating a competitive 
“patchwork quilt” of nations driving their own development. As Scheidel puts it,

So many different power structures intersected and overlapped, and fragmentation was so pervasive that 
no one side could ever claim the upper hand; locked into unceasing competition, all these groups had to 
bargain and compromise to get anything done. Power became constitutionalised, openly negotiable and 
formally partible; bargaining took place out in the open and followed established rules. However much 
kings liked to claim divine favour, their hands were often tied—and if they pushed too hard, neighbouring 
countries were ready to support disgruntled defectors.10

Scheidel refers to the “deeply entrenched pluralism” that came to characterize these societies and contin-
ued to influence their evolution for centuries. In assessing sources of technological and economic advance, 
Scheidel concludes, “Pluralism is the common denominator.” Progress “was born in the crucible of competi-
tive fragmentation.”11
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AI has the potential to alter how much a nation gets out of the benefits of social variety. And it could 
even lead to a far more radical outcome: Providing the basis for synthetic versions of diversity and, to a lesser 
degree, even pluralism that mimic the competitive advantages of these features, even in countries that don’t 
truly embody them. The key, as with all seven characteristics, is what conscious choices we make to bend the 
arrow of AI’s effects toward positive outcomes. 

AI and Diversity

AI could interact with the societal characteristic of diversity in many ways. For example, advanced AI could 
theoretically provide important fuel to empower people from diverse groups across society. If AI creates more 
shared opportunity throughout a society through the mechanisms discussed in Chapter 7, almost by defini-
tion, it should produce more chances for citizens from a variety of diverse groups to express their talents. By 
providing new capabilities to a wider variety of people, as described in Chapter 7, AI could send a burst of 
energy through a multilayered and varied social structure to generate innovative energy that would benefit 
the nation. It could provide policymakers with the tools for ensuring that they consider a variety of perspec-
tives, such as giving ready and quick access to various views and offering new means for groups in a society 
to preserve and promote their cultural, ethnic, or religious heritages. 

There are ways in which AI can mitigate the inherent risks of diversity and pluralism. In Chapter 6 on 
shared national identity, for example, I discussed the potential of AI models to conduct mediation and con-
flict resolution efforts, which might dampen the entropic effects of diversity and allow nations to sustain a 
unified identity even while capturing the value of high levels of diversity. If AI were to create new opportu-
nities for many different groups in society, it would improve the social mood and reduce the potential for 
diversity to cause problems. If it increases the effectiveness of governing institutions and they can better serve 
the people, it will ease the chance of grievances in areas or groups within the country.

But there are equally powerful risks. As I argued in the previous chapter, AI models operating in similar 
ways and grounded in the same training data carry a risk of homogeneity—LLMs tend to generate ideas, 
strategies, and insights that look similar to one another. If nations employed LLMs in typical ways, a nation 
relying heavily on AI throughout many economic, social, and military applications could unwittingly wipe 
away a good deal of natural variation in ideas, thinking, innovations, and perspectives, even if the underly-
ing measures of diversity in society remained very significant. A homogenizing AI would weaken the natural 
advantages of diversity and potentially create a nation that is more predictable and less creative.

Another risk is that AI could exacerbate biases in hiring, promotion, sentencing, university admissions, 
and other areas in ways that discriminate against certain groups in society and, thus, dampen the value of 
diversity. We’ve already seen this effect in dozens of examples and studies in which AI, relying on training 
data filled with hallmarks of bias, has generated prejudiced outcomes.12 Some studies have even shown that 
people internalize the biases fed to them by AI, and those prejudices persist even after AI interactions.13 If 
trained and designed the right way, AI could theoretically help solve bias in various ways, but, apparently, the 
more default initial effect could be to reflect biases found in its training data. But experience, so far, suggests 
that biases have a way of creeping back into model outputs, even after extensive retraining.

One fascinating and slightly bizarre connection will be AI’s potential to generate synthetic social variety 
that captures the idea-generating advantages of the characteristic—without the actual people. AI could simu-
late the perspectives of people from different backgrounds, with different skills and from different regions. It 
might be possible to turn a model loose on some economic or social issue and get back hundreds of insights 
and ideas that mimic the intellectual fruits of actual human diversity. It would simulate not only the views of 
different genders, races, or ethnicities but also people in different industries, in geographic regions, of differ-
ent ages and political persuasions, and just about any other distinction. 
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The risks here are obvious. If AI can simulate variety, societies may start to believe they no longer need 
the real thing—clinging to cultural homogeneity or even forcing it, while pretending nothing is lost. The 
same dynamic could play out locally, as self-sorting produces ever more uniform communities and as firms 
in those places boast of diverse innovation powered by algorithms. It’s a depressing trade, and one unlikely 
to promote competitive advantage: The real lessons and resilience of human difference—and in particular 
all the social interaction and learning that both produces and draws benefits from that difference—would be 
swapped for a counterfeit imitation. Such a diversity-simulating AI tool could also narrow the competitive 
playing field between open, tolerant, diverse democracies and their more-homogenous autocratic rivals. If 
such autocracies as China can just manufacture millions of reasonably accurate diverse perspectives in their 
data centers, they could cancel out this advantage of more heterogeneous and open societies.

These risks once again point to that central theme, and danger: The ways in which AI reshapes the essen-
tial nature of society are an immense wildcard in evaluating its competitive effects. The advantages of diver-
sity, for example—such as learning and adaptation, effective institutions, and many other characteristics—
flow from the authentic human social processes involved. Diversity forces societies to deal with a complex 
population and differences of profession, values, ethnicity, background, and views and, in the process, to 
acquire the hard-won resilience of a people who have learned to manage their differences. That sustained, 
sometimes harrowing social process is not something AI can simulate. The more it thins out the need for and 
practice of such social engagement, the more it will undermine motivation, resilience, and solidarity. Here we 
see a central reason why the main competitive challenge of AI is social, not technological.

The bottom line is that if we’re concerned about social variety, broadly defined, as a source of com-
petitive advantage, AI could, in theory, be an important tool to unlock even more of this quality. But it is 
equally certain that AI will create dynamics that tend to suppress the benefits of a true variety of ideas and 
perspectives through a certain constraining homogeneity. And there can be no question that some organi-
zations and countries will try to manufacture the opposite effect—using AI to mimic diverse perspectives 
without the authentic reality of them. The result will likely be to further muddy the waters of diversity’s 
competitive effects.

AI and Pluralism

Nations with a more pluralistic governing structure—in the U.S. case, for example, its highly federated model 
of national, state, local, county, and municipal governments—can gain competitive advantage through exper-
imenting with governing approaches to different issues, sharing good ideas and best practices, and deliver-
ing services in a more local and tailored way, for example. Advanced AI could empower a layered governing 
structure in many ways.

First, AI offers, as I discussed in the previous chapter about learning and adaptation, the potential to fuel 
unprecedented numbers of experiments in many domains, potentially including public policy. It could gen-
erate this result in various ways—generating new ideas, finding new insights in policy-relevant data, simu-
lating some outcomes in more-controlled contexts, and evaluating real-world trials. State and local govern-
ments could test the potential of a dozen new health care delivery systems, mental health solutions, or public 
transportation options and give at least some initial clues as to which approaches might be most useful. The 
potential gain here is to not only identify policies that end up being more effective but also shift the mindset 
of public officials at various levels of governance. When the opportunity cost of trying out all kinds of dif-
ferent ideas radically declines, some of the apparent political and bureaucratic obstacles to thinking in new 
ways might also decline.

Second, effective institutions will make for more effective pluralism. If public institutions empowered 
with AI demonstrate more effectiveness and efficiency in their operations and, as a result, their public legiti-
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macy recovers and this effect happens across the spectrum of pluralistic governing institutions, we’ll end up 
with a system thriving at multiple levels. That’s the intention of a small but growing number of institutional 
entrepreneurs seeking to make public-sector bureaucracies work better.

A political community wouldn’t need everyone to begin applying AI at the same time if it has a critical 
mass of leaders and agencies, from the local to the federal level, starting to experiment and achieve notable 
results. As they begin to do so, citizens and stakeholders in other areas and served by different agencies will 
point to emerging examples and demand similar improvements. The combination of AI models capable of 
generating all manner of tests and trials with an ongoing process of dynamic experimentation in a competi-
tive pluralistic system could be a powerful engine of competitive advantage.

AI’s flexibility makes it a natural ally of pluralism. A city could customize an open-source model with 
local data, creating tools tuned to its own problems and possibilities.14 In the future sketched in Chapter 3—
one of countless models trained on different datasets—such variety could thrive. A pluralism of models 
matched by pluralism in governance might look chaotic but could spark immense creativity. Some scholars 
even propose using multiple models together to ensure diverse perspectives in decisionmaking.15 

The opportunities for AI to supercharge the benefits of pluralism are very real. However, so are the risks. 
The leading one is the way in which AI—through its damage to social solidarity, the public sphere, and per-
ceptions of social equality—could accelerate the divisive potential of both pluralism and diversity. 

A Leading Risk: AI-Fueled Social Divisions

This risk will be hard to avoid because AI is sure to exacerbate the risk of social disintegration inherent 
in these two factors. Diversity can become toxic when it hardens into mutually suspicious social groups, 
whether built around ethnicity, income level, race, political ideology, or belief in some very specific conspir-
acy theory. But even pluralism can serve as a form of social entropy in times when the fragmenting tenden-
cies of a society become so strong that various governing entities at different levels begin to claim dominant 
political loyalty from the citizens in their area.

These effects could emerge in several forms, most notably by AI serving as an accelerant of our shattered 
media landscape, hardening social divisions as I discussed in Chapter 7 and weakening the bonds of social 
solidarity as discussed in Chapters 6 and 8. And with the radical possibilities of AI, these destabilizing effects 
will take bizarre new forms. AI models have already started to invent their own religions, for example, and a 
few observers are worried about the notion of a social landscape populated with thousands of AI-generated 
faiths and ideologies. Moreover, if AI ends up benefiting a few people rather than providing shared oppor-
tunity, it is likely to worsen the socioeconomic divisions that could be expressed through other fissures in 
a society. All this will play out on top of a U.S. society—and many developed societies—in which political 
polarization and social fragmentation are already dangerously advanced.

Social fragmentation and alienation have driven people to seek solace in identity-based movements—a 
trend that is creating social tensions in the United States and dozens of other countries. If AI models start 
generating religions and ideologies, we might face hundreds of competing belief systems vying for followers, 
potentially inciting disruptive or even violent action among their adherents. How bad this gets will depend 
partly on the quality of our institutions. Because of their role in creating binding effects throughout society 
and in mediating and facilitating social relationships, effective institutions can go a long way to mitigating 
the potential noxious effects of out-of-control diversity and pluralism.

Again, we come back to the fundamental theme of this study: agency. Every characteristic demonstrates 
the ways in which AI’s promise and peril both turn on how it affects human and collective agency—how it 
empowers citizens to act and communities to shape their destinies. Individual agency links to opportunity 
and learning; collective agency lives in willpower, identity, and the active state. Much depends on whether AI 
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amplifies or erodes the pluralism that gives agency its depth. If it fuels genuine autonomy across a vibrant, 
varied society, it will strengthen a nation’s power. 

Summary: Here Come Some Volatile Feedback Loops

In this chapter, I have aimed to show how advanced AI, diversity, and pluralism will interact—both with one 
another and with the other characteristics explored here—in unpredictable ways. Combine frontier or even 
superintelligent AI with diversity, shared opportunity, adaptive institutions, and a strong national identity, 
and the result could be a powerful feedback loop: a society energized at every level of creativity and coordina-
tion, capable of turning its collective intelligence into decisive action. That is the ideal outcome. But events 
could take a darker turn: a deeply divided society whose sense of solidarity is collapsing while AI is being 
used to make many people’s efforts and dignity largely irrelevant, all of it shackled by a hyper-bureaucratized 
version of AI models running just about everything in mysterious ways. The society that would spill out from 
the far end of such trends would be weak, divided, and indecisive. It might still profit from benefits of AI in 
the working of institutions in many ways, but, as a national actor, it would be a pallid ghost of the flourishing 
version produced by the more optimistic feedback loop.

Reality will likely fall somewhere in between those extremes. No technological revolution tends to imme-
diately create feedback loops in these broader ways that are either wholly advantageous or damaging. Great 
powers will be grappling with one another, standing on mixed versions of all these trends; the question is 
which ones end up with the best overall profile. Getting there—to reiterate, once again, the core thread run-
ning through this whole work—demands an awareness of these opportunities and risks, a conscious choice 
to shape trends for the better, and, most of all, the political will to make some tough choices.

The profound truth at the core of so many of these effects is that the nature of human reality—our inter-
action with facts and phenomena, our social patterns, our ways of thought and work and craft—are going 
to begin evolving rapidly under the influence of AI. AI is in the process of creating a different kind of soci-
ety. We have an opportunity to influence what it will look like, but only if we choose to do so, overcome our 
political cleavages to discover shared paths forward, and make the necessary investments, and, in some cases, 
hard choices to make that happen.

With this factor, my journey through the seven leading characteristics identified in the 2022 RAND study 
has come to an end. In this chapter and the previous ones, I have offered a whole constellation of specific 
findings and a few overarching themes. Those can provide some of the basis for initial hints of a U.S. strategy 
for competitive advantage in the AI Era, which I discuss in the final chapter.
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CHAPTER 12

A Strategy for National Advantage in the Artificial 
Intelligence Era

A revolution is coming. As I argued in Chapter 3, it may be coming more gradually than some advocates 
suggest. There may be very big bumps and hurdles: Even in the next year (2026), we may see dramatic stock 
market corrections in the AI domain and continued suggestions that some existing scaling approaches are 
running out of steam or that investors are easing off the gas pedal of the gargantuan private investments in 
the AI ecosystem. But the AI Era is surely on the way: AI will have profound effects on our economies, societ-
ies, politics, security, and psychology within a decade, probably even sooner. My thesis in this study has been 
that the nations that will benefit from this transition will be those that manage the societal effects of this tidal 
wave in ways that make them more dynamic, unified, and resilient. Maximizing national competitiveness in 
the AI Era is more of a social than a technological challenge.

In dealing with that challenge, whatever the deepening flaws of American society, the United States has 
an incredible foundation to build on. The United States of the post–World War II era represents possibly 
the richest menu of social advantages in history. Fresh from a massive national war effort and looming over 
the global economy, it had a powerful sense of a mission, willpower, and a clear and unified national iden-
tity. It had impressive and growing levels of shared opportunity and a state that was actively contributing to 
competitive advantage and effective institutions. But perhaps more than anything, the United States in this 
period reflected a positive-sum interaction among all these characteristics. Its ambition spurred its active 
state. Its strong institutions made opportunity possible. Its pluralism and rising diversity impelled greater 
creativity, learning, and adaptation. The United States in its heyday did not merely embody a collection of 
discrete competitive factors—it was a brilliantly integrated competitive engine.

As I reviewed the characteristics of national competitiveness in the 2022 RAND study, it became more 
and more apparent that all the qualities I discovered, while important on their own, are also deeply interwo-
ven. Shared opportunity needs effective institutions to work and is more powerful in diverse and pluralistic 
settings. National ambition requires a unified identity to be sustainable, and both shared opportunity and 
national ambition could be expressed through an active state—and so on. Every characteristic feeds every 
other one to some degree.

Both the best and worst cases of national competitive standing tend to reflect such synergy and feedback 
loops among these characteristics—either favorable or disastrous. In the successful examples, such as the 
post-1945 United States, each quality fed into the others in ways that created an effect that was greater than 
the sum of the parts. In the ruinous cases, the opposite dynamic emerged: Ineffectual institutions made it 
impossible to achieve shared opportunity, and the entropic push of excessive diversity and pluralism frag-
mented national solidarity, which undermined national identity; combined with a weak state, these factors 
crushed national will.

Classic examples of such destructive spirals can be found in history’s great fallen dominions—the 
Spanish, Ottoman, and Austro-Hungarian empires. But other cases provide equally powerful warn-
ings of the potential for burgeoning national greatness to stall out and plateau.1 One such case is post– 
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Revolutionary France. Rising from the chaos of revolution, Europe’s hegemonic land power enjoyed all 
the seeming preconditions for lasting competitive dominance: a vast land mass, large population, and 
an economy that had grown to nearly match Britain’s and was substantially bigger than Germany’s. The 
French Revolution unleashed the forces of popular willpower and levels of military manpower that domi-
nated those of its neighbors.

France was also positioned, in theory, to lead the emerging Industrial Era. It boasted many of the leading 
scholars and institutions of the Enlightenment, and its scientific community stood at the forefront of world 
progress. Socially and politically, France also seemed to be equipped for competitive dominance. Napoleon 
introduced rationalizing reforms that enhanced the effectiveness of public administration, learning, and 
adaptation and broadened opportunity by abolishing aristocratic privilege and opening many fields to the 
average French person. 

But it failed to capitalize on that opportunity. In the decades that followed Napoleon’s final defeat in 
1815, France fell further and further behind Britain in the drive to industrialize and modernize their respec-
tive economies and societies. France remained a big power and would later make a surge into colonialism 
that gave it worldwide reach. But it would never again contend for the role of regional hegemon or make a 
bid for global manufacturing or scientific-technological leadership. Its brittle social and political system—
weakened by mutually reinforcing social diseases, from a loss of national willpower to ineffective governing 
institutions—was shattered by the German invasion in World War II.2

Britain, once the apex of world competitive standing, offers another cautionary tale in its failure to sustain 
its competitive position through the Second Industrial Revolution. British society had a certain competitive 
advantage relative to most European countries in terms of earlier shared opportunity but was then bypassed 
on that count by far less aristocratic, educationally hidebound, class-bound societies, such as the United 
States. Smaller British family firms, well attuned to the opportunities of the First Industrial Revolution, could 
not adjust to the immense scale required for the mass production era of the Second Industrial Revolution. 
Over time, barriers to innovation and intellectual energy grew around the British economy, so much so that 
worried observers coined the phrase “the British disease” to describe the pattern.

Even the most potent great power’s competitive advantage can evaporate if it gets on the wrong side of 
a destructive feedback loop among decaying societal qualities. The United States faces this risk, even apart 
from any AI-generated transition. However, as we have seen, the advent of an AI Revolution over the next 
decade has the potential to exacerbate—or ease—many dangerous trends underway today. What’s required is 
nothing less than a broad dedication to national renewal, partly through the careful management of emerg-
ing AI capabilities and the use of AI for advantage. This is a profound and daunting agenda, requiring a cam-
paign in the public and private sectors alike.

An effective strategy for national competitive strength in the AI Era will not be primarily about the tech-
nology but instead be determined by U.S. society’s ability to adjust to and benefit from the era that is emerg-
ing. U.S. society is starting from an erratic foundation and is already being destabilized by a whole phalanx 
of dangerous trends—inequality, a poisoned public sphere, and stifling and predatory bureaucracies. The 
United States faces an urgent requirement to promote new levels of dynamism in a society suffering from 
manifold ailments—whether or not transformative AI arrives on schedule.

We don’t need an AI strategy. We need a strategy for national renewal and competitive advantage that 
uses the capabilities and opportunities of the AI Era to achieve its goals.
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The Route to Competitive Advantage: Fostering Individual and Collective 
Agency in the AI Era

Perhaps the most important and overarching lesson of my analysis is that AI will empower nations over the 
long sweep of history—enhance their dynamism, willpower, solidarity, innovativeness, and resilience—to 
the degree that it broadly underwrites human agency in individual and collective terms. For decades, the 
literature on AI has noted that the emergence of superpowerful AI will challenge our understanding of what 
it is to be human. But the lesson of my analysis is that nations that don’t rise to that challenge will not only 
suffer moral and ontological crises—they also risk falling behind in relative power.

The concept of autonomous agency doesn’t directly capture every form of advantage mentioned in previ-
ous chapters.3 For example, AI’s effects on efficiency and productivity can be more technical and operational 
than its effects on the agency of workers. Yet I am convinced that the most central, essential, ultimately deci-
sive forms of national competitive advantage in the AI Era will depend on whether nations work to empower 
individual and collective agency—and that AI can shape this core issue, for good or ill, in many powerful 
ways. It can reorient the power of individuals relative to large organizations, the degree of agency in eco-
nomic contexts (as in, for example, the power of labor versus capital), human epistemological agency in form-
ing accurate understandings of the world, human creative agency in various fields, and collective human 
agency in the form of political communities empowered by active states.

These advantages reflect the lessons of the Industrial Revolution. In those transformative decades, nations 
could gain a degree of competitive advantage merely by incorporating the new industrial technologies and 
processes: spreading the infrastructure of electrical power and railroads, deploying communications tech-
nology, erecting factories, and boosting their manufacturing output. But the vast majority of assessments of 
the rise of the West from 1500 to 1800 stress various dynamics related to human agency: the power of intel-
lectual and scientific ambition, the associated values of a strong work ethic on the part of individuals and 
groups, the role of individual and collective pursuit of innovation as disciplined but also prompted by the sci-
entific method, the energy devoted to the practical application of useful knowledge, the role of self-interested 
forces in society constraining collective agency, the creative power and drive of an essential creative minority 
in society, and the role of a bourgeois ethic that encouraged risk-taking in pursuit of profit and ambition.

Each component of agency and the support systems for it can become part of a holistic ecosystem of 
dynamism. A virtuous cycle built on individual and collective agency—and the healthy social patterns and 
habits that both set the context for and flow from such agency—may well end up serving as the fulcrum of 
the dynamic that separates successful societies from lagging ones.

Brendan McCord of the Cosmos Institute has been promoting a humanistic vision of an AI Era—one in 
which AI empowers human agency and flourishing rather than facilitating technological control. One of his 
critical insights is that a deep study of philosophy is a critical component of any effort to make the AI Era a 
human—and humane—one.4 In particular, he worries about AI’s threat to the self-directed career. Algorith-
mic decisionmaking could focus increasingly on optimizing skills or capacities that channel people toward 
what they can best do rather than what they choose to do. As he has argued:

Might we be ushering in a world where algorithms don’t just carry out our instructions but increasingly 
shape how we decide what’s good for us—suggesting our next word, our next action, our next career move, 
our next purpose . . .

Each small delegation of choice will likely seem harmless, even natural. But together, will these micro-
abdications of judgment habituate us—choice by choice, day by day—away from self-governance and 
toward passivity and dependence? 

I call this looming possibility (but not inevitability), “autocomplete for life.”5
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McCord emphasizes the importance of a decentralized approach to AI—one that empowers many actors, 
including individuals, small organizations, and local governments, to use it to their advantage. He offers two 
key questions to serve as criteria for a humanistic vision of AI: “How do we create systems that serve people 
whose needs and purposes we cannot know fully in advance?” and “How do we enable those individuals 
to deliberate autonomously and well about their purposes?” He argues that distributed systems harness-
ing knowledge to spur emergent, spontaneous order are essential to any such vision. Only a decentralized 
approach can manifest self-direction on the part of autonomous individuals, he argues. He adds,

AI is our new epistemic infrastructure. It could take that project to new heights, or subvert it entirely. In 
the downside case, AI becomes an “autocomplete for life”—suggesting not just our next word, but our 
next action, job, relationship, purpose. Each small delegation of choice seems harmless, even natural. But 
together, these micro-abdications compound—choice by choice, day by day—gradually diminishing our 
capacity for autonomous thought.6

These aspects of individual and collective agency provide clues to elements of a strategy that will help the 
United States align itself to the societal requirements of succeeding in the AI Era.

Essential Components of a U.S. AI Strategy

To achieve the core U.S. objectives for national competitiveness outlined in Chapter 1, I propose six main ele-
ments of any comprehensive U.S. AI strategy. They are necessarily broad and somewhat abstract. The precise 
details of how the resulting strategy might play out will have to wait for further work. But I can offer some 
general outlines.

Importantly, the goals do not require U.S. predominance in overall AI development—only competitive 
equivalence. My assumption is that China (and eventually perhaps other actors) will reach a broad parity in 
many indices of the AI technology stack, including model capabilities or rankings and sufficient available 
compute and data center capacity. I do not think that the United States can feasibly set the goal of preserv-
ing a permanent advantage in AI application or diffusion because the Chinese government and society have 
too many tools, qualities, and incentives—and because potential roadblocks in the United States are too 
serious—to allow for a persistent U.S. lead over a decade or more. With these stipulations, the six components 
of a possible U.S. AI strategy are the following:

1.	 Sustain a lead or strong equivalence in AI model development and capabilities, both proprietary 
and open models. This is primarily a private-sector job, but the government can help with permits 
and regulatory action, export controls to protect the U.S. lead in compute, cybersecurity for AI labs, 
targeted investments (such as for open models), and in other ways.

2.	 Develop essential supporting infrastructures and technologies that allow AI to have its full com-
petitive effect. This includes power generation, data centers, robotics, and other elements of the wider 
ecosystem for AI’s economic and social capabilities.

3.	 Promote the broad adoption of AI capabilities and applications in the public and private sectors. 
This area includes such things as providing public-sector experimentation funds, creating AI appli-
cation sandboxes to allow trial use by private-sector firms, and implementing training programs to 
widen the AI skill base.

4.	 Encourage U.S.- and allied-developed AI models, networks, infrastructure, and standards as the 
baseline technology stack for global AI development. This element of the strategy could involve 
subsidized access to AI models through application programming interface (API) access or subsi-
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dized data center usage, investment guarantees for U.S. firms considering AI-related network proj-
ects in key countries, the promotion of U.S. AI standards, and other steps.

5.	 Identify and assure specific thresholds for AI safety through technical and legal and policy mecha-
nisms, and develop plans for possible AI safety and alignment events.

6.	 Develop and implement a broad national effort to promote the beneficial effects of the AI Revo-
lution on national dynamism, coherence, stability, and willpower—or, as I have noted, a national 
strategy for renewed dynamism using AI as a central tool and approach.7

Of these components, the vast majority of attention in U.S. AI discussions has been on the first four. Most 
discussions of AI strategy, including the Trump administration’s July 2025 AI strategy document, focus on 
accelerating AI progress, building the necessary surrounding technical and infrastructure ecosystem, and, 
to a lesser degree, taking steps to promote AI diffusion, AI application, and U.S. leadership in global AI net-
works. Abundant policy ideas and government policy-planning exist in all those areas.

The fifth objective is especially important—though it remains beyond the scope of this analysis. Any 
vision for success over the next decade must include effective steps to ensure AI safety, alignment, and 
accountability. A better future will emerge only if policymakers control AI’s risks to humanity in general. 
Losing the U.S. competitive position to China is one thing; losing it to an arbitrary, sometimes destructive, 
out-of-control AI would be far more dangerous to humankind. The goal of AI safety is not only essential for 
humankind but also a potential source of competitive advantage: In the contest between the United States 
and China, if one side’s models begin badly misbehaving, the world might shift to the other as a safer alterna-
tive. U.S. progress will be impaired by popular outrage over misaligned or dangerous AI.

Expert observers have suggested various routes to safety.8 The choices involved are complex and difficult: 
AI safety measures can trade off against the speed of model development, and much doubt still exists about 
which routes to safety will actually work. The specifics of a potential approach to AI safety are beyond my 
scope of analysis—my focus is on the requirements for national competitiveness. But some conscious effort 
toward this goal is an essential component of any AI strategy.

An important part of that safety and alignment priority is anticipatory planning. Governments and 
private-sector actors need to begin defining and thinking through possible loss-of-control and misalign-
ment events and developing detailed plans for how to handle them. We’ll never forecast all possible risks. 
But we need to do the best we can—assisted by AI itself—to be ready to act quickly and decisively in what are 
sometimes termed break glass moments.

The first four of these objectives are, to a greater or lesser degree, part of current U.S. policy, including 
the 2025 AI Action Plan. That focus is important and essential. But my argument is that long-term national 
success beyond the direct AI technology competition will be decisively shaped by the sixth and final goal of 
U.S. AI strategy, to manage the effects on the societal foundations of national competitive advantage. In the 
following sections, I focus on the possible building blocks of success in that critical goal. Doing this right will 
demand a wide-ranging movement for national dynamism and renewal, the likes of which hasn’t been seen 
in roughly a century. One message of this analysis has been that we confront, at the same time, an unprec-
edented moment of economic, social, political, epistemological, and psychological disruption in societies and 
the early phases of a massive technological transition. The stakes are massive. What’s required is nothing less 
than the sort of bottom-up commitment to national renewal that great powers have only been capable of a 
few times in modern history.

RAND’s earlier work on societal competitiveness suggests one broad rule to apply to these initiatives: sus-
taining a thoroughly grassroots flavor to the development of AI rather than imposing central control—and 
beyond that, using AI to energize a broader decentralization of social and political problem-solving. An era 
of overpowering technological power and intimidating degrees of simulated reality can be mitigated if people 
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feel engaged in small-scale governing units that have significant authority over many aspects of public policy. 
To sustain the highest degrees of national competitiveness, we need to make sure that AI doesn’t result in cen-
tralized mandates and arbitrary bureaucratic control—either within organizations or within nations—that 
exacerbate the existing crisis of legitimacy. Any U.S. strategy must have a core philosophy of a portfolio of 
experiments rather than imagining there’s a dominant avenue. Jeffrey Ding has argued, 

Decentralization often correlates with higher diffusion capacity in science and tech. Instead of picking win-
ners and locking in a particular trajectory, a decentralized ecosystem enables diffusion from the bottom up 
because the most successful trajectory is allowed to emerge.9 

AI could become a powerful ally of localism in the AI Era. Properly developed and used, it could give 
smaller communities the means to understand and act on their own problems and, particularly, to tailor 
solutions to their specific circumstances. This aspect of AI and governance is critically important and has not 
yet received enough attention: AI models can train on local or regional data and experience to offer special-
ized answers. It can also breathe new life into civic groups and help individuals unlock their creative energy. 
Without this kind of renewal, the forces of social entropy and stagnation will only accelerate, corroding 
public trust and fraying the bonds of solidarity.

Steps to Nourish the Societal Sources of Competitive Advantage: A 
Campaign of National Renewal

My core thesis in this publication is that national competitive advantage in the AI Era will go to the strongest 
societies: those that best embody the seven characteristics surveyed in the earlier chapters. Other objectives—
staying ahead or roughly even in the technology race, promoting diffusion and application to gain competi-
tive advantage, ensuring AI alignment and safety, and seeking U.S. and allied predominance in global AI 
networks—are all preconditions for good outcomes. But long-term success must be grounded in the same 
recipe that has empowered the strongest nations throughout history.

Other countries have begun to put a toe into these waters, looking beyond the glittering power of AI 
models to the kind of society that exists on the far side of that transition. Estonia has developed a plan for 
using AI to improve education.10 Singapore is developing a form of sovereign AI trained more extensively on 
Asian languages than U.S. models. Courts and legal institutions in several European countries have begun to 
experiment with AI support systems. Dozens of experiments are underway in developing countries in vari-
ous fields, including health care, agriculture, and education.11

The steps in the following sections emerge from this analysis as ways to both mitigate the risks of the AI 
Revolution and seize its opportunities—to bolster the societal foundations of national dynamism. Together, 
they reflect a strategy for societal advantage in the AI Era. For each principle, I offer the general concept and 
then one or more specific policy ideas.

One of the problems in defining such a list is that we’re very much in the beginning phases of this transi-
tion. We don’t yet have a lot of practical examples of the needed policies and initiatives to point to. Even when 
trying to get more specific, I’m left offering hypothetical examples rather than tried and workable solutions. 
What I outline is not a final or comprehensive agenda, only worthwhile initial moves. I suggest the following 
ideas, which expand on the findings of previous chapters, as a set of places to get started.

Because many of these areas remain largely unexplored, I turned to a source of fresh ideas to develop some 
of the specific proposals included: Claude and ChatGPT. I developed each general thematic area and one or 
two specific ideas to reflect those concepts. I then asked both models to suggest specific policy initiatives. 
I selected the most-compelling ideas from those results. In some cases, I lightly edited the substance and 
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format of the outputs. These represent only initial notions—suggestive ideas of what specific policies could 
promote each objective. But many of them are impressively creative and reflect the emerging capacity of AI 
to support strategic analysis.

Build Public-Sector AI Competence
Organizing and operating this strategy will require a leading role from government—what I’ve called the 
active state. But there’s a problem. Governments are lagging in the effective application of AI. Such a mount-
ing gap could have dangerous implications in the AI Era. In the most perilous sense, governments wouldn’t 
be able to keep up with violent nonstate groups seeking to do harm with AI. But more generally, if govern-
ments appear to be even more incompetent relative to the opportunities and risks of AI, the result could be 
a disastrous blow to the legitimacy of public institutions. Mustafa Suleyman draws the obvious implication: 
“Responding effectively to one of the most far-reaching and transformative events in history will require 
mature, stable, and most of all trusted governments to perform at their best.”12 The challenge for the United 
States is to deal with these dangers and opportunities—not only controlling the risks of frontier models but 
also identifying and mitigating the downstream dangers and enhancing societal resilience.13

This is especially true in U.S. national security institutions. As of this writing, the level of understand-
ing of AI, let alone adoption, throughout the defense and intelligence community remains very much a work 
in progress. More broadly, some reports, including a 2025 study, indicate growing generative AI use across 
the federal government, with the numbers of total AI applications growing significantly from 2023 to 2024, 
although many departments and agencies report regulatory, legal, and bureaucratic barriers to the wide-
spread application of AI tools.14 One survey of state-level public-sector AI readiness across the United States 
found a handful of states with clearly developed AI frameworks or strategies but did not document much evi-
dence of implementation.15 Interest is growing, and federal agencies are moving to expand AI use, but these 
efforts and the skill levels that support them remain embryonic. The United States needs to rapidly build 
institutions—likely some form of a central coordinating office for AI strategy—charged with understanding 
the status of AI development and deployment as much as possible, including a detailed comprehension of the 
progress being made in U.S. AI labs.

The lesson is simple: The United States needs to get serious about making governments at all levels more 
conversant with the AI Revolution, more aware of its capabilities and risks, and more capable of using its 
benefits as AI models begin to roll off the virtual production line in serious numbers. What forms that effort 
takes—for example, whether the nation needs some sort of federal office for AI implementation—will have to 
be debated. But U.S. policymakers can’t leave this to chance. A robust effort for AI awareness and diffusion 
at all levels of government, supported by the top leaders at each level, will be an essential part of the actual 
implementation of any devised strategy.

Build Public-Sector AI Competence: Specific Proposals

•  Governments at federal, state, county, and municipal levels should create AI strategy offices or 
functions to oversee the implementation of AI strategies and action plans—staying abreast of new 
developments in the technology, identifying risks and opportunities, and coordinating and exchang-
ing information with similar AI strategy offices at various levels. ChatGPT described such a func-
tion as a Federal Office of AI Competence and Implementation (FAICI) focused on public-sector 
capacity-building in AI. It would “serve as a hub for AI policy implementation, workforce training, 
and interagency coordination; track adoption progress across federal departments and advise on best 
practices; develop model frameworks for AI integration in procurement, data use, and service deliv-
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ery; and partner with national labs, think tanks, and AI companies to ensure current awareness of 
leading-edge capabilities.”a The existing U.S. White House AI coordinator’s office is an important 
step in this direction.

•  Governments at various levels should encourage increased skill levels through subsidized training 
courses, the addition of AI skill to promotion requirements, bonus structures to reward public-sector 
employees to discover useful applications, and much more.

•  The federal government should establish an AI Research Projects Agency to fund research and 
experiments designed to generate AI applications in areas related to national competitiveness, includ-
ing medical service efficiency, bureaucracy simplification, cyber defense, biological defense, and 
breakthrough energy sources. Although this proposal takes inspiration from DARPA, the focus is 
less on basic science and more on applications. Such an organization should support experiments in 
AI diffusion, making high-risk, high-reward investments in technologies and techniques that have 
the capacity to make big leaps and, thus, apply and demonstrate the value of emerging AI applications 
in ways that promise national competitive advantage.

Claude and ChatGPT suggested the following ideas:

•  Create a government AI Competency Corps—a new federal personnel system specifically for 
recruiting, training, and retaining AI-skilled professionals across government. This would include 
fast-track hiring authorities for AI talent, compensation packages that can compete with private-
sector offers, and mandatory AI literacy training for senior government officials.

•  Develop a federated AI Procurement and Security Framework—a streamlined government-wide 
system for procuring and deploying AI technologies that maintains security and dramatically reduces 
bureaucratic barriers. This would include preapproved vendor lists for AI tools, standardized security 
protocols that don’t require reinventing approval processes for each agency, and AI sandbox environ-
ments in which government agencies can safely test and integrate civilian AI software. The frame-
work would enable rapid adoption while maintaining the necessary security controls.

•  Fund AI for Public Good state and local challenge grants. The goal of such a program would be 
to encourage U.S. states and localities to experiment with and adopt AI to improve public services—
education, transportation, health care, law enforcement oversight, and more. It would consist of com-
petitive grants administered by the U.S. Department of Commerce or U.S. Department of Housing 
and Urban Development. It would be focused on deployment, not research, through funding for pilot 
programs, AI tool kits, infrastructure, and training. Such grants would empower state and local gov-
ernments to become testbeds for AI-enabled governance and build a distributed learning ecosystem 
across the United States.

•  Undertake a public-sector AI Readiness Index and Incentive Program. This effort would build a 
benchmarking and incentives framework to encourage government agencies to improve AI readi-
ness and deployment. It would support an annual assessment of agency-level AI maturity according 
to such criteria as strategic planning, technical infrastructure, workforce training, implementation 
track record, and ethical safeguards. Top-performing agencies might receive priority funding, pilot 
access to advanced AI tools, and public recognition. The goal would be to drive healthy competition 
and accountability in AI adoption across government.

a ChatGPT, output from prompts by Michael J. Mazarr, OpenAI, June 15, 2025.
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Develop Relevant Talent
An important starting point for an investment in the societal foundations of dynamism, as it was in the 
Industrial Revolution, is the development of society-wide awareness and skills in both comprehending the 
emerging technology and employing it to boost productivity and achieve other benefits. Elements of such 
an approach could include a national priority on developing and, in some cases, attracting world-class AI 
research talent,16 including public and philanthropic efforts to boost expertise on AI among those who will 
be at the leading edge of implementation in organizations, and an emphasis on AI skills in public education 
at all levels. Jeffrey Ding has proposed another important first step—to develop what he calls a “GPT skill 
infrastructure” of workers and institutions trained in the use of AI.17 He advocates efforts to set standards 
in AI models; to promote uses that would promote their spread, catalyzing competitive markets that take 
up and employ new techniques; and to enrich the networks among innovators—including research centers, 
epistemic communities, and other ways of sharing knowledge and best practices.

For AI skill sets, the knowledge of and ability to use AI will be critical. But the emergence of AI might also 
magnify the importance of a related set of capabilities. Some observers have suggested that judgment, critical 
thinking, and problem assessment take on huge importance as the aspects that human beings will bring to 
the process.18 Ethan Mollick argues that domain expertise, far from being made irrelevant by AI’s cognitive 
capabilities, will actually become more important because what will be at a premium is exactly the sort of 
expertise- and experience-grounded judgment that AI might not be able to deliver for a long time. “In order 
to learn to think critically, problem-solve, understand abstract concepts, reason through novel problems, and 
evaluate the AI’s output,” he argues, “we need subject matter expertise.”19

As the British Industrial Era example shows, the speed and effectiveness of the diffusion of new technolo-
gies depends on large numbers of implementers—experimenters, tinkerers, modifiers, entrepreneurs, and 
investors—throughout an economy and society. Mollick suggests several ways for private firms to nourish 
and accelerate this process: Help more-adept AI users train others, reward examples of productive applica-
tions, and temper fears of using the new tools.20 The whole idea is to supercharge grassroots use and experi-
mentation across many potential applications. 

The process of building AI talent is underway.21 Many colleges and universities have begun offering 
majors or degrees in AI, although reliable numbers are hard to come by. A growing number of states and 
private philanthropies are pushing AI courses and training in K–12 education, although the total scope of 
formalized courses appears to remain relatively small. For example, a 2024 study identified 19 high schools 
implementing formal AI career programs,22 and two teachers’ unions are partnering with several AI labs 
to found a National Academy for AI Instruction. Dozens of states have issued guidance on AI integration 
in K–12 schools. Private-sector firms have begun to conduct basic AI training for workers, although most 
surveys from 2025 suggest that the level and extent of training is not meeting demand.23 Altogether, this is a 
snapshot of a national education and talent ecosystem that is waking up to the requirements of the AI Era but 
remains in the early stages of a response.

Develop Relevant Talent: Specific Proposals

•  Every high school and university in the country should add at least one required course in AI 
awareness and skills to the core curriculum. Going beyond individual courses, some universities are 
already moving in the direction of whole undergraduate and graduate degrees in AI. 

•  Foundations and other philanthropic organizations can fund the creation of engaging free online 
AI training courses. These courses could include general introductions to the technology but also 
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Catalyze AI Applications That Widen Opportunity
One way in which the United States (or any nation) could underwrite the larger sources of strategic advan-
tage is by using AI and supporting initiatives to fully realize the potential of shared opportunity described 
in Chapter 7. AI might provide many opportunities to do this, such as using tailored educational approaches 
to programs to build AI skill among disadvantaged populations and offering neurodivergent people more 
avenues to self-expression. Properly employed, AI can become a talent-seeking tool that deepens the degree 
of shared opportunity in a society.

Fulfilling this requirement of an AI strategy will demand something far more than a few government 
initiatives. It will require a broad campaign among governments at all levels, private-sector actors, K–12 and 
higher education institutions, philanthropies, and more. Market forces will do a lot: Companies that see com-
petitors gaining advantage through AI and universities losing top students to more–AI savvy schools will be 
incentivized to apply it.

One implication is that the United States needs to have the available computing resources for large num-
bers of such experimenters. University researchers suffer from a severe lack of computing resources relative 
to major firms.24 Advances in AI models and inexpensive computing power—such as the $3,000 Nvidia com-
puter capable of running a ChatGPT-3 scale model—will help with this goal.

sector-specific courses on ways to use AI productively in specific sectors, such as law, medicine, edu-
cation, and scientific research.

•  The federal government should implement new programs designed to attract and retain AI talent 
from abroad, including via targeted programs and guaranteed routes to permanent residency and 
citizenship for people who meet key criteria.

Claude and ChatGPT suggested the following approaches:

•  Develop AI literacy and discovery curriculum standards. This program would develop national 
guidelines for K–12 education that teach students not only AI literacy but also how to use AI as a 
research partner. Students would learn to formulate questions, interpret AI-generated insights, and 
pursue independent investigations across subjects.

•  Create a national AI talent and skill infrastructure initiative. This effort would support the deploy-
ment of AI in K–12 education, integrating foundational AI and data literacy into national and state 
curricula, especially for middle and high school computer science and social studies. It would support 
community college and vocational AI pathways that include the development of applied AI certifica-
tion programs, targeting such sectors as health care, agriculture, logistics, education, and manufac-
turing, and perhaps an AI Skills for All Platform, a federally sponsored online training ecosystem 
offering free, modular, personalized AI learning—for both technical and nontechnical skills—built 
in collaboration with major platforms (e.g., Coursera, edX, Khan Academy).

•  Pursue AI Implementation Catalysts and networks of practice and diffusion. This idea would 
support the creation of regional and sectoral diffusion networks that empower practitioners across 
industries and sectors to learn, experiment, and share best practices in AI adoption. It could include 
(1) grants to establish AI Innovation Catalysts—regional hubs at universities, libraries, or nonprofit 
centers to convene local experimenters, share tool kits, and host peer-learning workshops; (2) support 
for AI superusers in organizations—programs at firms, hospitals, schools, or nonprofits that identify 
and empower early AI adopters to train others; and (3) diffusion fellowships and competitions for 
frontline workers—such as teachers, nurses, and civil engineers—who discover novel AI use cases. 
This reflects the principle that grassroots experimentation by individuals—not top-down corporate 
innovation—drives real adoption and productivity gains.
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There is little evidence of any broad efforts to apply AI in ways that support opportunity. Some selected 
efforts, such as the Artificial Intelligence and Technology Collaboratories for Aging Research, have begun to 
investigate how it might benefit older Americans. Some of the most-significant research and experimental 
applications so far have been targeted at improving opportunity for the neurodivergent. Most evidence sug-
gests that firms and governments stand at the very beginning of a process to retrain workers whose positions 
are threatened by AI.25

Catalyze AI Applications That Widen Opportunity: Specific Proposals

•  Governments at all levels and charitable foundations should begin promoting research and exper-
imentation for ways in which AI can expand and build opportunity for several categories of work-
ers who are often shut out of social and economic enterprises. These could include older Ameri-
cans, neurodivergent people, and people in rural areas—anyone who has individual, geographic, or 
age-related barriers to expressing their full talents. The experiments could involve AI copilots for 
the performance of jobs, job counseling or advice, and other applications that help connect people to 
opportunity.

•  Public and private institutions can develop effective labor transition initiatives. As AI replaces 
some proportion of people in various industries, it will create pools of workers whose access to oppor-
tunity has been upset and who have potential talents to apply to other productive pursues. Rather 
than leap to massive programs designed to fill the gap with public assistance, U.S. governments at 
all levels should begin experimenting with various approaches to job retraining, career redesigning, 
small business entrepreneurialism, and other ways of dealing with the growing challenge of those 
displaced by AI. Such efforts would support the general principle that U.S. society is determined to 
ensure that the AI Era is one in which opportunity flourishes rather than dies out.

Claude and ChatGPT suggested the following possible initiatives:

•  Create a national AI Opportunity Corps—a federal agency dedicated to fund breakthrough AI 
applications that are specifically designed to expand opportunity for underserved populations. This 
would include developing AI tools for personalized learning that adapt to different learning styles 
and backgrounds, creating AI-powered job matching systems that identify talent in nontraditional 
ways, and building technologies that help people with disabilities access new forms of work and self-
expression. The agency would focus on high-risk, high-reward projects that private markets might 
not pursue but could dramatically expand access to opportunity.

•  Develop a community AI access and experimentation network. This effort would involve a nation-
wide infrastructure of publicly accessible AI computing resources through partnerships between fed-
eral agencies, universities, and local institutions. This would include establishing AI opportunity 
labs that have high-powered computing resources in underserved communities, providing subsidized 
access to cloud-based AI platforms for individuals and small organizations working on opportunity-
expanding projects, and creating mobile AI labs that can reach rural, remote areas. The network 
would ensure that lack of computing resources doesn’t limit who can experiment with AI for social 
good.

•  Fund an AI-powered talent discovery and development initiative. This concept would launch a 
comprehensive program using AI to identify and develop talent in nontraditional ways. This would 
include AI systems that can recognize potential in people whose talents might be overlooked by con-
ventional assessment methods, personalized career pathway programs that use AI to match individu-
als with opportunities according to their unique strengths and interests, and AI-assisted mentorship 
programs that connect people with resources and networks they might not otherwise access.
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Undertake a National Campaign to Guarantee Autonomous Agency in the AI Era: 
Specific Proposals 

•  Every middle and high school and university in the United States should expand an emphasis 
on critical thinking and analysis skills and place some degree of greater emphasis on the arts 
and humanities. These nontechnical skills and habits will be of growing importance to reaffirm the 
essence of human labor and relationships in an increasingly automated time, to equip students to be 
more sophisticated consumers of information, and to build the thinking habits that will distinguish 
effective users of AI.

•  A National Commission for Citizen Empowerment could work toward concrete policy changes 
and technological innovations to empower individual Americans against massive institutional 
power. The commission could include members of Congress who gather ideas about needed legisla-
tive reforms, AI researchers and experts, scholars on bureaucracy, and social scientists studying the 
problem of institutional overreach. The goal would be to (1) identity the specific ways in which Amer-
icans are disempowered by such institutions, (2) identify the needed legal and regulatory components 
of a response, and (3) develop and deploy AI-powered digital technologies that shift the balance in 
favor of individuals.

Claude and ChatGPT suggested the following interesting initiatives:

•  Develop personalized AI assistants for civic empowerment. This program would equip citizens 
with free or low-cost personalized AI tools to navigate complex systems, advocate for their rights, 
and make informed decisions. Examples include AI assistants that help individuals understand hous-
ing laws, appeal denials, or navigate public benefits; write letters to elected officials or build cases for 
civic petitions; and decode financial or legal jargon in contracts, terms of service, and algorithmic 
decisions. The goal would be to rebalance power by giving individuals the same kind of informa-
tional advantage that bureaucracies and corporations already enjoy. One aspect of this concept could 
include digital public defenders—AI tools that can help citizens contest algorithmic decisions, pre-

Undertake a National Campaign to Guarantee Autonomous Agency in the AI Era
Although the idea of autonomous agency may seem abstract, it takes concrete form in how citizens and 
groups experience their ability—or inability—to exercise this core human capacity. As I’ve shown, the broad 
use of AI could be lethal to human agency in various forms by building on several trends that have already 
placed it under enormous pressure. Part of the strategy for delivering positive social value and competitive 
advantage from AI would be to take steps to bolster the reality and perception of autonomous agency—to 
create a society that considers itself to be empowered by the new technology rather than beleaguered by it.

In practical terms, such an effort would involve several major components. It would focus on the many 
ways in which AI can empower citizens to achieve their goals and maximize their potential, especially people 
without extensive access to money, influence, or connections, and imbue their agency with power capacity. 
It would use AI to demystify and equalize the power balance between individuals and large organizations. It 
would experiment with ways in which AI could make governing and lawmaking, especially at more grass-
roots levels, more accessible to citizens.

That’s a very broad agenda that extends to social issues well beyond AI. But the demands of this new era 
provide an opportunity to rethink the requirements for effective agency and use AI and its supporting initia-
tives to meet them. In the following box, I offer a few initial ideas for such an agenda. It includes some bold, 
even radical ideas about using the AI Revolution as a helpful opportunity to reform and change major insti-
tutions and networks of power.
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Underwrite a New Era of Intellectual Discovery
AI is already fueling new waves of scientific and technological discovery. Some of that work happens at 
private companies chasing innovation and profit; some happens at universities and labs simply trying to 
expand the frontiers of knowledge. But there’s room to go further, promoting a more fully realized version 
of this characteristic. The United States should use AI to cultivate a truly learning and adapting society—one 
in which the hunger for discovery spreads far beyond science and technology into every corner of civic and 
cultural life. The outcome would be an environment in which Americans, from an early age, have a sense 
of living in a nation that is intellectually curious and are determined to understand more about their world, 
make scientific discoveries, and pursue all this intellectual energy in collaborative ways. True to the spirit of 
the AI Era, it would be one with some of the flavor of the 19th century, in which talented amateurs—this time 
partnering with superintelligent AI—can drive new thinking in various fields. It would reflect an explosion 
of focused discovery across society.

The candidates for such an effort are the scientific fields in which AI-driven innovation seems most rel-
evant and its resulting discoveries might have the biggest practical utility. But the goal would be to spread this 
approach to many other fields. In the humanities, AI could empower new interpretations of classic works. 
In history, as it has already been doing with ancient scrolls, it could pair with other technologies to uncover 
critical new information or possibly reassess data to find new relationships. In philosophy, AI could produce 

pare regulatory complaints, and access legal resources that were previously available only to wealthy 
individuals or large organizations. Such programs could work to empower a rising group of legal 
assistants who are not lawyers but have sufficient training and skills to assist the large number of 
Americans who lack the resources to serve their legal needs. 

•  Pass an Algorithmic Transparency and Contestation Rights Act. This potential legislation would 
provide for a right to explanation in which individuals can demand understandable reasons behind 
consequential algorithmic decisions (e.g., in hiring, credit, policing, education); a right to contesta-
tion allowing individuals to appeal, challenge, or request human review of automated decisions; and 
algorithmic impact disclosures: Organizations using automated systems would be required to publish 
impact statements assessing risks to autonomy, fairness, and human oversight. It would seek to build 
a legal infrastructure that recognizes individual autonomy as not only a value but also a right in the 
digital era.

•  Promote community AI cooperatives and data trusts. This concept would create local, citizen-led 
cooperatives that own and govern AI systems and the data they rely on, especially for public services. 
It would create processes through which citizens collectively decide how local data are used—for 
transit planning, education policy, health interventions, and so on. The idea would be to strengthen 
collective agency and give people a say in the algorithmic tools that shape their lives.

•  Institute a national curriculum on digital and civic autonomy. This effort would seek to equip 
every U.S. citizen with the practical skills and conceptual grounding needed to preserve their auton-
omy in a digitized, AI-driven world. It represents a form of skill development specifically focused on 
effective autonomous agency in the AI Era. Elements of the curriculum could include understanding 
algorithms and digital systems, spotting and resisting manipulation (e.g., advertisements, recom-
mendation engines, echo chambers), rights in algorithmic decisionmaking, and ways of practicing 
civic agency (i.e., how to organize, participate, and influence systems—augmented by AI tools). These 
courses could be embedded in K–12 civics and media literacy and offered at public libraries, adult 
learning centers, and vocational and community college tracks. The core idea would be to make civic 
and digital agency an explicit educational goal—treating it as essential to democracy in the AI Era.
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Underwrite a New Era of Intellectual Discovery: Specific Proposals 

•  The federal government could initiate a large-scale program at the National Science Foundation 
and National Institute for the Humanities to use AI to promote research in scientific and humani-
ties fields that are underserved by existing investments. In some areas—such as pharmaceutical 
advancements, some health applications, and perhaps some areas of energy sources—large amounts 
of private capital will use AI to push forward the boundaries of knowledge. But other topics for which 
AI could spur a new renaissance of understanding might be starved of resources. This effort would 
seek to identify the highest-leverage areas for government research support.

•  Major philanthropic entities should increase funding for leapfrog grants. Foundations and indi-
vidual philanthropists could initiate competitive grants programs for researchers proposing to revo-
lutionize the approach to a specific field with the support of AI tools.

Claude and ChatGPT suggested the following ideas, which I have organized by level of government:

Federal-Level Initiatives

•  Create a national AI-assisted discovery program—a federal grant program that funds AI-powered 
research projects that pair professional researchers with citizen scientists across disciplines. This 
could include humanities scholars working with community members to reinterpret local historical 
documents using AI-assisted translation and analysis tools. One form that this could take would be a 
National Science Foundation– or Office of Science and Technology Policy–sponsored program that 
supports amateur scientists, hobbyists, and students using AI for research. This organization could 
even provide minigrants, AI tool kits, open datasets, and mentorship to noninstitutional researchers.

•  Establish a public AI research infrastructure of publicly accessible AI research platforms through 
the National Science Foundation, allowing anyone to access powerful AI tools for legitimate research 
purposes across disciplines—such as analyzing historical texts and exploring philosophical questions. 
One version of this could be a National Learning and Discovery Ecosystem Strategy, which could take 
the form of a White House–led interagency initiative to coordinate investments in AI-enhanced digi-
tal libraries, publicly accessible LLMs fine-tuned for learning, and open scientific repositories that 
have AI interpretation layers. The goal would be to spur a common intellectual infrastructure that 
democratizes curiosity and inquiry.

new insights on many questions. In economics, AI has already become a highly skilled teacher and analyst 
and could soon begin producing fundamentally new knowledge.

Hundreds of experiments are underway in scientific fields that would count as part of such an emphasis 
on intellectual energy and progress. Scholars in many fields, scientific or otherwise, are using it to advance 
their research. But there is no national commitment yet—in the public, private, and nonprofit sectors—
to cultivate a more generalized intellectual renaissance. It is difficult to assess the status of this endeavor 
because of the lack of data on specific components. But the available evidence I reviewed for this analysis 
suggests that many individual experiments and applications are not matched with any sort of public-sector 
commitment to building the foundations of an AI-empowered renaissance.

The options in the box that follows would be designed to close that gap to some degree. It includes a wide 
range of options, some of them are more tentative than others. The idea is to put in place many different 
sorts of experiments that can turbocharge American society’s intellectual energy, from many angles and in 
many forms.
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Use AI and Targeted Laws and Norms to Improve the Information Environment
To achieve the societal effects we want, it will be imperative to make deliberate, conscious use of AI to address 
arguably the single most dangerous trend affecting American society: an information environment that has 
become terribly corrupted. There are no easy solutions to this problem, and Americans have learned that 
trying to address it can generate legitimate but sometimes bitter debates about what counts as misinforma-
tion and how much authority governments (or social media platforms) should have to regulate it. Mitigating 
this challenge is absolutely critical, however: A great power in the throes of an epistemic crisis will be badly 
impaired in its capacity to create and wield power.

In theory, AI can be a powerful ally in the effort to ease this epistemic crisis. But AI can make things 
worse and might already be doing so. It will require a much broader social consensus that this is a problem 
demanding attention and the determination to use the emerging power of AI to mitigate this crisis rather 
than deepen it if the United States is to combat this most treacherous of social threats.

However, this goal cannot be met largely, or even primarily, with government action. U.S. society has 
already seen how controversial it can be for government to regulate speech in the name of avoiding misinfor-
mation. What is required is a national campaign to build trusted information intermediaries, create widely 
used fact-checking processes, support training and education in the critical assessment of information, and 
more. AI can help with all this in tremendous ways, but those outcomes won’t happen by accident, and the 
positive effects of AI need to be nested in a larger and more profound effort.

There are many efforts underway to address the quality of the information ecosystem, such as fact-
checking initiatives, critical-thinking courses, and activities to identify fake posts on social media. For exam-
ple, Duke University’s Reporters’ Lab has cataloged over 400 fact-checking initiatives worldwide.26 Dozens 
of nonprofits, such as the Center for Public Integrity, Stanford Internet Observatory, and Atlantic Council’s 

State-Level Initiatives

•  Launch state discovery challenges—annual competitions in which residents use AI tools to investi-
gate local historical mysteries, analyze regional economic patterns, and explore philosophical ques-
tions relevant to their communities.

•  Develop public university AI partnership programs that require state universities to dedicate 
resources to community-based AI research projects, opening their AI capabilities to local residents 
for intellectual pursuits.

•  Invest in AI-enhanced libraries and museums, transforming them into discovery hubs equipped 
with AI tools for public use that offer workshops on AI-assisted research across disciplines.

Local-Level Initiatives

•  Establish neighborhood research cooperatives or community centers at which residents can gather 
to pursue AI-assisted investigations into local history, environmental patterns, or social phenomena.

•  Sponsor municipal challenges for AI-empowered insight. For example, A city could sponsor a 
Local Discovery Challenge in which teams use AI to answer questions about local economics, traffic 
patterns, public health, or urban history.

•  Support discovery-oriented after-school programs, in which students use AI to explore questions 
that interest them personally, whether in science, literature, history, or philosophy.

•  Encourage AI curiosity clubs at schools. These could include after-school programs in which stu-
dents use AI tools to investigate topics of their choice, produce creative works, or develop small-scale 
experiments.
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Digital Forensics Lab, are devoted to improving the information environment. A 2019 RAND study identi-
fied many tools available online for people interested in improving their information hygiene.27

So far, such initiatives do not appear to have many effects on the information ecosystem broadly defined. 
The trends undermining the quality of that ecosystem might be too strong, and research has found mixed 
effectiveness of such interventions. Nonetheless, this is a well-established priority for many governments, 
philanthropies, and nonprofits that are deeply involved in trying to enhance the information ecosystem. The 
goal of the efforts outlined in the following box are to use AI to empower a dramatically more concerted and 
effective effort.

Use AI and Targeted Laws and Norms to Improve the Information Environment: Specific 
Proposals

•  Coalitions of philanthropies could use AI to develop nonpartisan, trustworthy, fact-checking 
bots. A combination of foundations or other philanthropies from across the political spectrum, 
working with AI firms to develop a mutually informing and cross-checking set of AI models, could 
develop a powerful tool for people wanting to get nuance about claims made in the public sphere.

Claude and ChatGPT suggested the following concepts:

•  Create a national information literacy and AI verification network. This idea would be to create a 
consortium of universities, libraries, and educational institutions to develop and deploy AI-powered 
information literacy tools for widespread public use. ChatGPT called this a “National Trustworthy 
Information Infrastructure.” Such a network would include AI systems that help citizens evaluate 
source credibility, detect manipulation techniques, and understand how information spreads. Uni-
versities would lead the development of open-source AI tools that can analyze claims in real time, 
trace information provenance, and provide context from authoritative sources. The network would 
also train a new generation of information mediators—professionals skilled in both AI tools and 
traditional fact-checking who can work in newsrooms, schools, and community organizations. The 
idea would be to build a shared civic infrastructure for identifying, verifying, contextualizing, and 
labeling credible information—without centralizing speech control—through open, decentralized 
fact-checking networks that use both AI and human experts to validate claims and offer transpar-
ent reasoning, that have developed AI models trained on high-integrity knowledge bases (e.g., aca-
demic, governmental, investigative journalism) to identify and counter falsehoods, and that feature 
optional credibility scores for claims and sources, all of which have been calculated transparently 
and independently.

•  Develop an AI-augmented media literacy and critical thinking curriculum. This program would 
seek to equip the public—especially students and adults in civic life—with the skills to navigate the 
information ecosystem and resist manipulation. The curriculum of such efforts would include core 
competencies in spotting deepfakes, verifying sources, evaluating probabilistic claims, training in 
epistemic humility and how to resist confirmation bias, and using AI-powered interactive simulations 
(e.g., running a disinformation campaign to learn tactics, debating bots that challenge assumptions).

•  Support community-based information resilience initiatives. This effort would launch grassroots 
programs in which local communities develop their own AI-powered information verification capa-
bilities. Philanthropies would fund information resilience centers in local communities, providing 
access to AI tools that help local residents fact-check information relevant to their area, understand 
local government decisions, and combat targeted misinformation campaigns. These centers would be 
run by community organizations rather than governments, emphasizing local ownership of informa-
tion quality while leveraging AI’s ability to quickly process large amounts of data.
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Combine AI with Institutional Reforms to Cut Public-Sector Bureaucracy
To achieve the sort of competitive society the United States needs in the AI Era, another essential item on the 
agenda is to reverse the process of hyper-bureaucratization described in previous chapters—to thin bureau-
cracy and reduce, as far as safely possible, administrative and bureaucratic constraints on individuals. AI can 
have dramatic effects on the active state and effective institutions, but only if U.S. policymakers reform insti-
tutions to remove some of the chaff. AI can’t be grafted onto Industrial Era organizations; they will not only 
fatally dilute its effects but also continue to undermine the legitimacy of governance and promote alienation. 
U.S. leaders must radically rethink institutions to capture the full advantages of AI—a process that is likely to 
be difficult, be drawn out, and somewhat slow the diffusion of AI.28 This priority is especially critical because 
it’s central to the idea of effective governance that I’ve emphasized.

A campaign of streamlining bureaucracy is an immense challenge and one that I don’t have the space 
to define in detail. But it’s essential, and as with talent development—as I argued in the chapter about 
institutions—AI can help. Beyond bringing new efficiency to existing institutions, AI will also allow and 
require new institutional forms, just as the Industrial Revolution did. This principle calls for a wide-ranging 
set of investments and experiments across U.S. society.

•  Catalyze an AI-assisted deliberative democracy platform. This concept envisions developing AI 
systems that are specifically designed to improve the quality of public discourse and democratic 
deliberation. This would include AI tools that can synthesize complex policy debates, highlight areas 
of genuine disagreement versus misunderstanding, and help diverse groups find common ground. 
The platform would focus on enhancing democratic conversation rather than determining truth, sup-
porting the broader goal of rebuilding social consensus around shared information standards.

Combine AI with Institutional Reforms to Cut Public-Sector Bureaucracy: Specific 
Proposals

•  Independently of the role of AI, governments should pursue a campaign for bureaucratic sim-
plification at all levels. To set the context for the application of AI to these tasks, federal, state, and 
local governments could initiate general campaigns to simplify and improve the customer efficiency 
of public-sector organizations by having specific benchmarks to be achieved within defined periods.

•  All levels of government should run test cases of government function reform. At the federal, state, 
and local levels, governments could begin trial runs of AI-empowered bureaucratic reform drives. 
The goal would be to introduce simplification and efficiency—similar to what was achieved by a small 
group of reformers at the U.S. Department of State to ease the process of online passport renewal.a 
The initial phase would not target actual large-scale public services (such as reforming welfare) but 
rather target aspects of government functions that are more value-free (such as the ease of interface, 
the simplification of codes and regulations, and the empowerment of citizens with key information).

Claude and ChatGPT developed the following ideas:

•  Launch an AI-powered regulatory simplification initiative—a comprehensive federal program that 
uses AI to analyze and streamline the entire regulatory framework. AI systems would digest all fed-
eral, state, and local laws and regulations to identify redundancies, conflicts, and unnecessary com-
plexities that burden citizens and businesses. The initiative would use AI to map regulatory pathways, 
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Create Anticipatory Foresight and Strategy Coordination Functions
A final component of an agenda for investing in AI-powered national renewal would seek to anticipate and 
prepare for possible crisis events sparked by AI. At the moment, in the U.S. government and even outside it, 
there is very limited attention being given to emerging risks. Identifying future potential risk scenarios has 
only begun. This element of an AI strategy would develop anticipatory foresight efforts to identify possible 

identify bottlenecks, and propose consolidation opportunities. This would include creating AI tools 
that can simulate the effects of regulatory changes before implementation, ensuring that streamlin-
ing doesn’t compromise safety or effectiveness. The program would establish regulatory sandboxes in 
which agencies can test AI-optimized processes before full deployment.

•  Develop a citizen-facing AI government interface program—a system of AI-powered assistants that 
serves as an intelligent intermediary between citizens and government bureaucracy. These AI assis-
tants would help individuals navigate complex government processes, automatically fill out forms by 
translating citizen needs into bureaucratic language, and guide people through multi-agency pro-
cedures. The system would include AI chatbots that can translate bureaucratese into plain English 
and answer questions about government services, as well as AI tools that help citizens understand 
their rights and obligations, interface with multiple government systems to answer questions and fill 
forms, and provide automated case management systems that track individual requests across differ-
ent agencies. The goal would be to transform the experience for citizens from navigating bureaucracy 
to simply stating their needs and goals, reversing the bureaucratic burden—from individuals having 
to understand systems to systems understanding and serving individuals.

•  Create an institutional redesign laboratory network of government innovation labs, university 
research centers, and private-sector partners that are dedicated to fundamentally reimagining insti-
tutional structures for the AI Era. These labs would experiment with entirely new organizational 
forms that leverage AI capabilities, moving beyond simply adding AI to existing bureaucratic struc-
tures. The network would pilot new models of government service delivery, test AI-enabled decision-
making processes, and develop new forms of public-private collaboration. Each lab would be given 
the regulatory flexibility to experiment with novel approaches, and successful models would then be 
scaled across government.

•  Support AI-enabled Government Reengineering Labs (or GovReLabs). This idea would fund and 
coordinate pilot programs that radically redesign public service delivery using AI—not just automat-
ing forms but also rethinking processes. It would rely on interdisciplinary teams (of designers, tech-
nologists, bureaucrats, and legal experts) using LLMs, agentic AI, and automation to collapse multi
step processes (e.g., license applications, benefit eligibility); prefill, route, and optimize workflows; 
identify and eliminate redundant or outdated regulations; and develop policy sandboxes to safely 
test AI-enabled service models with waivers for rigid procedural constraints. The intent would be to 
create experimental spaces to redesign the architecture of governance, not just patch it.

•  Establish an AI-enhanced administrative justice system to make government decisionmaking more 
transparent, consistent, and accountable while reducing bureaucratic burdens. This would include 
AI tools that ensure consistent application of rules across similar cases, automated systems that can 
explain government decisions in plain language, and AI-assisted appeals processes that can quickly 
identify and correct bureaucratic errors. The system would also include AI-powered ombudsman ser-
vices that help citizens challenge unfair bureaucratic decisions and AI tools that continuously moni-
tor government processes for inefficiencies and inequities.

a Ben Cohen, “America Has Pulled Off the Impossible. It Made Getting a Passport Simple,” Wall Street Journal, July 4, 
2025.
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risks, crises, and sudden opportunities and go beyond scenario-building to formulate emergency response 
plans for the break-the-glass moments when AI agents are used to cause—or themselves cause—real damage.

Such an effort will need to develop various options that can be triggered at different points on the AI risk 
spectrum. Some dangerous signals might demand that a specific company pause the public deployment of 
its model until concerns are addressed. Other more-serious events might call for a wholesale stop order in 
the deployment of all generative AI models. In extreme cases, governments will need to think about when 
they might exercise the sovereign right to take control of labs or data centers. The U.S. government needs to 
quickly review that work and develop a tentative set of criteria for when it might take decisive safety actions.

That sort of institutionalized awareness, foresight, and advance response planning will be an essential 
component of any truly adaptable AI strategy. It reflects the idea that, in terms of strategy for periods of high 
uncertainty and rapid change, the process of continual strategic adaptation—the quality and effectiveness of 
that ongoing dialogue—is more important than any static strategy document or plan.

Summary: A Daunting—But Essential—Agenda 

In developing a strategy for national competitiveness in the AI Era, we face an immense challenge. The list of 
ideas above is so broad, ambitious, and demanding that it seems almost naïve to suggest them. They amount 
to nothing less than a menu for a dramatic national transformation, both responding to and employing the 
emerging tools of AI. American society has reached a point in the history of U.S. power when rare and Hercu-
lean things have become necessary. The fact that the AI Revolution is arriving at a moment of national crisis 
makes the requirement for change even more urgent and fraught. 

This astonishing new technology does offer powerful tools that we can enlist in such a process of reju-
venation, but we, as a society, must make the determination to use AI to achieve these results. We also have 
to make that choice at every level of society, not merely through government action. Examples of effective 
national renewal involved a broad, emergent, social process in which the efforts of governments combined 
with social activists, far-sighted business leaders, scholars, and workers to achieve needed reform. The 2022 
RAND work on national competitiveness—while stressing the role of an active state in setting the conditions 
for competitive advantage—endorses grassroots, bottom-up, experimental, emergent (rather than planned, 
mandated, and bureaucratized) efforts. The question U.S. society confronts isn’t merely whether the U.S. 
government will respond to the challenges it confronts. It’s whether American society will do so, in many 
independent and mutually supporting ways.

Many of my recommendations amount to a broad effort to use AI to embolden rather than ruin autono-
mous human agency. This approach represents the crux of the whole issue of national fates in the AI Era. 
Those societies that channel the AI Revolution to bend its effects in the direction of empowerment, agency, and 

Create Anticipatory Foresight and Strategy Coordination Functions: Specific Proposals

•  Create an AI Risk Scenario office at the federal level that is designed to anticipate dangerous sce-
narios and develop action plans to be executed in such cases.

•  Exercise the scenarios and potential response options repeatedly throughout the federal govern-
ment, including with members of Congress, to raise awareness of such possibilities and test the effec-
tiveness of planned response options.
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dignity will do well. Those in which AI piles on top of disempowering and predatory forces and institutions 
to deprive people of even more agency and dignity will suffer very real long-term competitive disadvantage.

Achieving this goal will force hard trade-offs and confrontations with powerful interests. It will demand 
empowering people against large bureaucracies, poor Americans against the financial might of wealthier 
ones, and talented amateurs (in some cases) against credentialed experts. It will require concerted efforts to 
put AI tools in the hands of students and teachers from all backgrounds and all corners of the nation. More 
broadly, it will call for the sort of AI education and skill-building effort I’ve suggested previously—to equip 
Americans to express their agency in productive ways.

This agenda harks back to earlier periods of what my coauthors and I termed “anticipatory national 
renewal.”29 If a skeptical British Member of Parliament in 1820 were to have been asked whether the coming 
decades would see dramatic progress on a host of fronts—expanding the voting franchise, empowering 
workers against big business, safeguarding the environment, and so much more—he would very likely have 
scoffed. Societies don’t change that quickly, he might have said. Our traditions won’t bend that fast. Where 
are the imaginary advocates of this radical change?

To be sure, it took time for this campaign of renewal to unfold, and many reform processes were long and 
drawn out (a span of time that we might not have). But they did happen, driven by overlapping reform move-
ments in a dozen issue areas. Long-term competitive advantage in the AI Era will depend on a very similar 
gathering of movements that address a set of interlocking social challenges.

Erik Brynjolfsson, Daniel Rock, and Chad Syverson, three economists writing about AI’s potential eco-
nomic effects, surveyed various possible outcomes in 2019 and concluded that it all depends on how the 
citizens and leaders of affected countries deal with the transition. “Realizing the benefits of AI is far from 
automatic,” they argued,

It will require effort and entrepreneurship to develop the needed complements, and adaptability at the indi-
vidual, organizational, and societal levels to undertake the associated restructuring. Theory predicts that 
the winners will be those with the lowest adjustment costs and that put as many of the right complements 
in place as possible. This is partly a matter of good fortune, but with the right road map, it is also something 
for which they, and all of us, can prepare.30

This is also true for a U.S. national strategy regarding this looming technological revolution. The United 
States needs a good road map to the AI Era. U.S. leaders need to develop a vision of success and identify a first 
set of actions that would set up U.S. society for competitive advantage in the many different ways that the AI 
Revolution could unfold. And, most difficult of all, the average U.S. citizen must follow the example of their 
analogues among the previous great powers who sensed trouble coming and acted, in broad campaigns of 
national renewal, to steel themselves for the tasks ahead.
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Abbreviations

AGI artificial general intelligence
AI artificial intelligence
ASI artificial superintelligence
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DARPA Defense Advanced Research Projects Agency
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